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Аннотация. Выполнена проверка гипотезы о согласии теоретического и эмпирического распределений 
Парето применительно к кумулятивным кривым — диаграммам для команд и микрокоманд учебной ЭВМ.  
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При решении ряда статистических задач вводится предположение, что некоторые слу-

чайные величины имеют заданное распределение (нормальное, экспоненциальное, равно-
мерное и др.) с известными или неизвестными параметрами. При этом необходимо ответить 
на вопрос: насколько сделанные предположения о распределении случайных величин соот-
ветствуют опытным данным? Для решения этой задачи разработаны разные способы, иначе 
говоря, статистические критерии. Критериями согласия называют статистические критерии, 
предназначенные для обнаружения расхождений между гипотетической статистической мо-
делью и реальными данными, которые эта модель призвана описать [1]. Важнейшим из этих 
критериев является критерий Колмогорова. 

При использовании критерия Колмогорова в качестве меры расхождения теорети-
ческого и эмпирического распределений принимают число ND  [2], которое вычисляется по 

формуле 

 max ,ND N D    (1) 

где N — количество испытаний, maxD  — максимальная абсолютная разность теоретической и 

эмпирической функций распределения случайной величины x, т.е. 

     max
ˆmax .j j

j
D F x F x    (2) 

В связи с тем, что значения эмпирической функции  ˆ
jF x  являются случайными, мера 

расхождения ND  есть случайная величина. 

Для проверки гипотезы о правильности выбора теоретической функции распределения 

 jF x  задаются уровнем значимости   и находят квантиль распределения Колмогорова 

1z  . Уровень значимости    определяет максимальное значение меры расхождения (1), 

которое можно считать случайным. Если в результате сравнения окажется, что 1 ND z  , то 

делается заключение, что нет основания отвергнуть принятую гипотезу о виде функции рас-
пределения. В противном случае принятая на начальном этапе гипотеза отвергается и вся по-
следовательность обработки информации повторяется, начиная с уточнения гипотезы о виде 
функции распределения. Квантили распределения Колмогорова приведены в табл. 1.  

     Таблица 1 

α 1z   α 1z   

0,01 1,63 0,20 1,07 
0,025 1,48 0,25 1,02 
0,05 1,36 0,30 0,97 
0,10 1,22 0,35 0,93 
0,15 1,14 0,40 0,89 

Процедура проверки гипотезы по критерию Колмогорова состоит из следующих этапов. 
1. Построение эмпирической функции распределения. 
2. Выдвижение гипотезы о функции распределения и оценивание параметров этого рас-

пределения. 
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3. Вычисление значения теоретической функции распределения в точках jx , которые 

соответствуют скачкам эмпирической функции распределения. 
4. Вычисление в каждой из точек абсолютной разности 

    ˆ .j j jD F x F x    (3) 

5. Выбор максимальной разности maxD  и определение величины ND . 

6. Сравнение меры расхождения ND  с квантилем 1z   распределения Колмогорова. 

Применим рассмотренную процедуру для проверки гипотезы о правильности выбора 
функций распределений, соответствующих кумулятивным кривым-диаграммам Парето для 
команд и микрокоманд учебной ЭВМ. Критерий Колмогорова прост, но его применение на 
практике осложняется следующими обстоятельствами. Для сопоставления функций опытного 
и теоретического распределений необходимо знать параметры распределения, которые обыч-
но определяются по результатам испытаний [2]. 

Кумулятивная кривая математически соответствует функции распределения Парето, ко-
торая задается равенством 

      1
k

m
X

x
F x P X x

x
     
 

  для ; 0 ; 0m mx x x k   ,  (4) 

где X — случайная величина; x — значение случайной величины X;  и mk x  — параметры рас-

пределения Парето.  
Для проверки согласия теоретического и эмпирического распределений с помощью 

критерия Колмогорова были выполнены 50 программ в мнемокодах учебной ЭВМ [3, 4]. Все 
использованные команды, реализующие выполненные программы, указаны в таблице [5, табл. 1], 
на основе которой строится диаграмма Парето. Первая графа таблицы соответствует 37 ко-
мандам, используемым в 50 программах. Система команд учебной ЭВМ состоит из 42 ко-
манд. Пять команд при программировании не использовались. В последней графе таблицы 
показана накопленная доля от суммарного числа повторений, выраженная в процентах, для 
каждой команды. Значения накопленных долей соответствуют значениям  F̂ x  — эмпириче-

ской функции распределения. В данном случае x — порядковый номер команды в указанной 
таблице [5, табл. 1], являющийся значением случайной величины X в формуле (4). 

Команды, используемые при программировании, реализуются на микропрограммном 
уровне 48 микрокомандами, представленными в другой таблице [5, табл. 2], которая также 
была использована для построения кумулятивной кривой Парето. 

Выдвигаем гипотезу о том, что поведение случайной величины X, соответствующей по-
рядковым номерам команд и микрокоманд, описывается двухпараметрическим распре-
делением Парето. Для сравнения эмпирической функции (кумулятивной кривой) и теорети-
ческой функции распределения необходимо определить значения параметров k и  mx . 

Параметр mx  должен быть задан таким, чтобы любое значение случайной величины X 

было не меньше mx , т.е. mx x . Как следует из собранного статистического материала, воз-

можное минимальное значение случайной величины X соответствует первой команде или 
микрокоманде в рассмотренных таблицах [5, табл. 1, 2]. Поэтому задаем значение 1mx  . 

Параметр k является параметром масштаба, который имеет разные значения, зависящие 
от конкретного испытания. Задача нахождения параметра теоретической функции  
распределения при наличии совокупности опытных данных — точек — называется задачей 
„подгонка кривой“ [6, 7]. Решение подобной задачи заключается в вычислении наименьшей 
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суммы квадратов разностей между значениями теоретической и эмпирической функций рас-
пределений.  

Для представленных в указанных таблицах [5] статистических данных на основе реше-
ния задачи „подгонка кривой“ получены следующие значения параметров масштаба: для 
мнемокоманд 0,66 k  и реализующих их микрокоманд 0,70k  . 

На рис. 1, а, б представлены графики эмпирической и теоретической функций распре-
деления для команд с 0,66k   (а) и микрокоманд с 0,70k   (б) и заданным параметром mx . 
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 
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Рис. 1  

Полученные графики позволяют осуществить проверку согласия теоретического и эм-
пирического распределений с помощью критерия Колмогорова. Для этого необходимо рас-
считать по формуле (2) максимальную абсолютную разность maxD .  

В табл. 2 представлены результаты расчета разности jD  эмпирической  ˆ
jF x  и 

теоретической  jF x  функций распределений по формуле (3). Значение эмпирической функ-

ции — накопленные доли от суммарного числа повторений команд в 50 программах.  
По табл. 2 легко определить максимальную разность max 0,17D  . Значение ND  рассчи-

тывается по формуле (1) для количества испытаний 50N  , поскольку были рассмотрены 50 
программ. Под испытанием понимается процесс реализации одной программы: 

max 50 0,17 1,202.ND N D      
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   Таблица 2 

Случайная 
величина 

x 

Значение 
функции 

 ˆ
jF x  

Значение 
функции 

 jF x  

Разность 

jD  

Случайная 
величина 

x 

Значение 
функции 

 ˆ
jF x  

Значение 
функции 

 jF x  

Разность 

jD  

1 0 0 0 20 0,93 0,862 0,068 
2 0,225 0,367 0,142 21 0,944 0,866 0,078 
3 0,346 0,516 0,17 22 0,952 0,87 0,082 
4 0,445 0,6 0,155 23 0,959 0,874 0,085 
5 0,497 0,655 0,158 24 0,966 0,878 0,088 
6 0,547 0,694 0,147 25 0,971 0,881 0,09 
7 0,596 0,724 0,128 26 0,975 0,884 0,091 
8 0,639 0,747 0,108 27 0,979 0,887 0,092 
9 0,677 0,766 0,089 28 0,983 0,889 0,094 

10 0,709 0,782 0,073 29 0,987 0,892 0,095 
11 0,736 0,795 0,059 30 0,99 0,894 0,096 
12 0,76 0,806 0,046 31 0,994 0,897 0,097 
13 0,785 0,816 0,031 32 0,995 0,899 0,096 
14 0,81 0,825 0,015 33 0,996 0,901 0,095 
15 0,833 0,833 0 34 0,997 0,903 0,094 
16 0,856 0,84 0,016 35 0,998 0,905 0,093 
17 0,877 0,846 0,031 36 0,998 0,906 0,092 
18 0,896 0,852 0,044 37 0,999 0,908 0,091 
19 0,915 0,857 0,058 38 1 0,91 0,09 

При решении многих практических задач для уровня значимости α обычно используют 
стандартные значения: 0,1  , 0,05  , 0,01   [1, 8]. Из табл. 1 следует: 

 
1

1

1

1,63    при   0,01;

1,36    при   0,05;

1, 22    при   0,1.   

N

N

N

D z

D z

D z







    
    
    

 (5) 

Полученные результаты позволяют сделать заключение, что при всех трех рекомендо-
ванных уровнях значимости нет основания отвергнуть принятую гипотезу о виде функции 
распределения — распределении Парето. 

При необходимости можно построить доверительную область для теоретического рас-
пределения — с этой целью при выбранном уровне значимости ( 0,01  ) вычисляют вели-
чину 

* 1 1,63
0,231 

50
N

z
D

N
    

и наносят на график доверительной области: 

     *
в  NF x F x D  ,     *

н  NF x F x D  , 

где  вF x ,  нF x  — верхняя и нижняя границы доверительной области. 

Нанесенная на графике (рис. 2) эмпирическая функция распределения  ˆ
jF x  команд 

учебной ЭВМ не выходит за доверительные границы. Это позволяет сделать вывод, что про-
верка гипотезы о согласии теоретического и эмпирического распределений с помощью кри-
терия Колмогорова прошла успешно. 

Такой же подход был применен для микрокоманд с заданным числом испытаний 
42N   (были рассмотрены 42 команды). Результаты расчетов значений эмпирической 
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 ˆ
jF x  и теоретической  jF x  функций распределения и разности jD  представлены  

в табл. 3. 
 Эмпирическое

распределение 

Теоретическое 
распределение 
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Рис. 2  

           Таблица 3 
Случайная 
величина 

x 

Значение 
функции 

 ˆ
jF x  

Значение 
функции 

 jF x  

Разность 

jD  

Случайная 
величина 

x 

Значение 
функции 

 ˆ
jF x  

Значение 
функции 

 jF x  

Разность 

jD  

1 0 0 0 26 0,933 0,9 0,033 
2 0,16 0,387 0,227 27 0,936 0,903 0,033 
3 0,297 0,54 0,243 28 0,939 0,905 0,034 
4 0,433 0,625 0,192 29 0,942 0,907 0,035 
5 0,555 0,679 0,124 30 0,945 0,91 0,035 
6 0,677 0,718 0,041 31 0,948 0,912 0,036 
7 0,712 0,747 0,035 32 0,951 0,914 0,037 
8 0,747 0,77 0,023 33 0,953 0,915 0,038 
9 0,773 0,788 0,015 34 0,956 0,917 0,039 

10 0,797 0,804 0,007 35 0,959 0,919 0,04 
11 0,817 0,816 0,001 36 0,962 0,921 0,041 
12 0,834 0,827 0,007 37 0,965 0,922 0,043 
13 0,852 0,837 0,015 38 0,968 0,924 0,044 
14 0,863 0,845 0,018 39 0,971 0,925 0,046 
15 0,875 0,852 0,023 40 0,974 0,926 0,048 
16 0,884 0,859 0,025 41 0,977 0,928 0,049 
17 0,892 0,865 0,027 42 0,98 0,929 0,051 
18 0,901 0,87 0,031 43 0,983 0,93 0,053 
19 0,907 0,875 0,032 44 0,985 0,931 0,054 
20 0,913 0,88 0,033 45 0,988 0,932 0,056 
21 0,919 0,884 0,035 46 0,991 0,933 0,058 
22 0,922 0,887 0,035 47 0,994 0,934 0,06 
23 0,924 0,891 0,033 48 0,997 0,935 0,062 
24 0,927 0,894 0,033 49 1 0,936 0,064 
25 0,93 0,897 0,033 — — — — 

На основе табл. 3 по формулам (1), (2) получаем  

max 0, 243 D  ,  max 42 0, 243 1,575.ND N D      

Сравнение полученного значения ND  с числом 1z   при 0,1  , 0,05  , 0,01   — 

см. выражения (5) — позволяет сделать вывод, что при 0,1   и 0,05   эмпирическое рас-
пределение микрокоманд не согласуется с теоретическим распределением Парето, а при 
 0,01   гипотеза о согласии принимается.  
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Для 0,01   доверительные границы для теоретического распределения представлены 

на рис. 3. Нанесенная на графике эмпирическая функция  ˆ
jF x  распределения микрокоманд 

учебной ЭВМ не выходит за доверительные границы. Таким образом, гипотеза о согласии 
теоретического и эмпирического распределений Парето принимается. 
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Рис. 3  

Итак, вышеизложенное позволяет сделать следующие обобщающие выводы. 
1. Гипотетическая статистическая модель в виде функции распределения Парето соот-

ветствует реальным практическим данным, полученным для количественного оценивания 
частоты использования машинных команд ЭВМ и реализующих их микрокоманд. 

2. Кумулятивные кривые математически характеризуются функциями распределения 
Парето с параметрами 1mx  , 0,66k   для команд и 1mx  , 0,70k   для микрокоманд. При 

этом случайными величинами являются номера команд и микрокоманд, представляющие со-
бой члены ряда натуральных чисел. 

3. Анализ графиков теоретических и практических функций распределения позволяет 
осуществить выбор команд и микрокоманд, редко используемых при работе процессора. Ис-
ключение из системы команд редко используемых машинных инструкций позволяет упро-
стить состав и структуру устройств управления как аппаратного, так и микропрограммного 
типа процессоров ЭВМ. 

Рассмотренные в статье отдельные теоретические положения и полученные практиче-
ские результаты являются развитием представленного в работах [5, 8] статистического мето-
да повышения качества — анализа Парето применительно к количественному оцениванию 
метрик машинных команд и микрокоманд ЭВМ.  
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Аннотация. Оценивается корректность применения метода мультисезонной сезонно-трендовой деком-
позиции на основе локально взвешенного сглаживания диаграммы рассеяния (MSTL) для задач прогнозиро-
вания мультисезонных нагрузочных процессов в эластичных системах. Выполнен сравнительный анализ про-
изводительности и точности метода MSTL и сезонной интегрированной модели авторегресионного скользя-
щего среднего (SARIMA). Приведены результаты экспериментов, подтверждающие трудность построения 
модели SARIMA на данных с высокой степенью дискретизации и значениями периодов, превышающими 
классические сезонности, такие как 7, 12, 52. При построении модели SARIMA были наложены временные 
ограничения по подбору параметров вследствие высокого потребления памяти, что приводило к снижению 
точности прогноза и ограничению возможности построения модели на основе более высоких показателей се-
зонности. Метод MSTL демонстрирует преимущество по сравнению с моделью SARIMA по времени выпол-
нения прогноза и потреблению памяти, однако на небольшом наборе исходных данных модель SARIMA по-
казывает более высокую точность.  
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Abstract. The correctness of using the multi-seasonal season-trend decomposition method based on locally 
weighted scattergram smoothing for the problems of forecasting multi-seasonal load processes in elastic systems is as-
sessed. A comparative analysis of the performance and accuracy of the above method and the seasonal integrated auto-
regressive moving average (SARIMA) model is performed. Results of experiments are presented that confirm the difficul-
ty of constructing the SARIMA model based on data with a high degree of discretization and period values exceeding 
classical seasonality, such as 7, 12, 52. When creating the SARIMA model, time restrictions are imposed on the selec-
tion of parameters due to high memory consumption, which lead to a decrease in forecast accuracy and limited the abili-
ty to build a model based on higher seasonality indicators. The multi-seasonal season-trend decomposition method de-
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Введение. Потоком пользовательских запросов к эластичной системе формируется  

некий нагрузочный процесс, для обработки которого необходимо определенное количество 
вычислительных ресурсов. Различное поведение пользователей приводит к отличиям в  
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нагрузочных процессах, что усложняет проектирование и управление системой, так как от-
сутствует возможность применения единого шаблона нагрузочного процесса [1]. Естествен-
ное поведение пользователей, связанное, например, с их суточной активностью, приводит к 
возрастанию или убыванию количества запросов в единицу времени. Чтобы адаптироваться к 
таким изменениям в нагрузочном процессе, система должна обладать свойством масштаби-
руемости, т. е. возможностью добавления или исключения вычислительных мощностей в со-
ответствии с изменениями потока пользовательских запросов [2]. 

В настоящее время широко применяются два способа масштабирования: вертикальное и 
горизонтальное [3]. Вертикальное масштабирование основано на наращивании вычислитель-
ной мощности конкретного узла системы. Горизонтальное масштабирование заключается в 
наращивании числа вычислительных узлов при повышении нагрузки. Процесс масштабиро-
вания может быть частично или полностью реализован в автоматическом режиме. Такой 
процесс называется автоматическим масштабированием. Система, обладающая свойством 
автоматической горизонтальной масштабируемости, называется эластичной системой. В со-
временных эластичных системах с открытым исходным кодом применяется простой метод 
автоматического масштабирования, основанный на использовании мгновенных данных по 
нагрузке [4]. Главным недостатком такого подхода является отсутствие возможности забла-
говременного реагирования на изменения нагрузочного процесса. 

Таким образом, важной задачей в современных эластичных системах является прогно-
зирование нагрузочных процессов с целью сохранения уровня качества предоставляемых ус-
луг и снижения совокупной стоимости владения вычислительной инфраструктурой. 

Обзор исследований. Постановка задачи. Суточная активность реальных пользовате-
лей по-разному влияет на характеристики нагрузочных процессов. Например, если обратить-
ся к графикам суммарного транзитного трафика через узлы MSK-IX за неделю и месяц, то 
можно отметить ярко выраженную суточную периодичность нагрузочного процесса [5]. В 
теории временных рядов такая периодичность называется сезонностью. Для MSK-IX нагру-
зочный процесс имеет одну сезонную суточную составляющую. 

Нагрузочные процессы в транзитных узлах на сетевом уровне отличаются от нагрузоч-
ных процессов, характерных для отдельных эластичных систем на прикладном уровне. На 
рис. 1 изображен нагрузочный процесс, представляющий собой агрегированное по пятими-
нутным интервалам число запросов (N) к кластеру моделей машинного обучения, выполняю-
щему прогнозы различных финансовых показателей в крупной коммерческой организации. 
Период наблюдения — один месяц. Видно, что представленный нагрузочный процесс имеет 
две сезонные составляющие: суточную и недельную. Такой порядок объясняется пятиднев-
ной рабочей неделей, характерной для крупных коммерческих организаций.  

 N 
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Рис. 1 
В открытых источниках существует ряд работ, посвященных прогнозированию нагру-

зочных процессов в эластичных системах. В работах [6—8] рассматриваются прогнозы, осу-
ществляемые с помощью линейных моделей регрессии, а именно авторегрессии и скользяще-
го среднего (AR, MA, ARMA). В [8] используется также интегрированная модель линейной 
регрессии (ARIMA), позволяющая осуществить переход от нестационарного временного ряда 
к стационарному. В [9] применяются скрытые цепи Маркова для прогнозирования загрузки 
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виртуальных машин и последующего их размещения. Данные подходы не учитывают воз-
можную сезонность в исследуемых нагрузочных процессах. 

Для учета сезонности поступления данных используются модели SARIMA и SARIMAX 
[10]. В [11] показано, что такие модели демонстрируют сравнимые с нейронным сетями пока-
затели точности прогноза. Однако сезонные модели ARIMA используют предположение 
только об одной сезонной составляющей и исследуемом временном ряде. 

В области прогнозирования временных рядов существует ряд моделей и методов для 
работы с мультисезонностью. В [12] показано применение моделей BATS и TBATS для рабо-
ты с временными рядами, обладающими несколькими сезонными компонентами. В [13] для 
тех же целей предложено использовать библиотеку Prophet. Метод MSTL, демонстрирующий 
уменьшение времени выполнения прогноза по сравнению с моделями BATS и TBATS, а так-
же фреймворком Prophet, предложен в [14].  

В открытых источниках не найдено работ, посвященных использованию метода муль-
тисезонной сезонно-трендовой декомпозиции на основе локально взвешенного сглаживания 
диаграммы рассеяния (MSTL — Multiple Trend Decomposition Using LOWESS) для работы с 
временными рядами, которые формируются системами мониторинга эластичных систем.  
В связи с этим представляется актуальным исследование возможности использования метода 
MSTL и сравнительный анализ его производительности и сезонной интегрированной модели 
авторегресионного скользящего среднего (SARIMA — Seasonal Autoregressive Integrated Mov-
ing Average) для решения задач исследования и прогнозирования мультисезонных нагрузоч-
ных процессов в эластичных вычислительных системах. 

Сезонная регрессионная модель случайных процессов. В задачах прогнозирования 
временных параметров в эластичных системах случайный процесс —это интенсивность по-
ступления пользовательских запросов, а также события, возникающие в системе после посту-
пления очередного запроса. Такие процессы фиксируются с помощью систем мониторинга. 
На выходе случайный процесс представляет собой временной ряд. Поскольку при обработке 
случайных процессов используются их реализации в виде временных рядов, понятия случай-
ного процесса и временного ряда будем считать взаимозаменяемыми.  

Для описания стационарных случайных процессов применяются линейные модели рег-
рессии. Случайный процесс называется стационарным, если выполняется следующий набор 
условий [15]: 

— математическое ожидание Е не зависит от времени; временной ряд не имеет тенден-
ции к росту или убыванию, а остается на одном уровне в течение всего периода наблюдений; 

— дисперсия  не зависит от времени; амплитуды колебаний временного ряда одинако-
вые вне зависимости от сдвига во времени; 

— сила линейной связи между двумя величинами зависит только от расстояния между 
ними, т.е. автоковариационная и автокорреляционные функции зависят только от величины 
сдвига.  

Модель скользящего среднего порядка q  определяет состояние случайного процесса на 
основе взвешенного среднего q  предыдущих значений белого шума: 

  1 1 2 2MA ,  t t t t q t qX q X          , 

где tX  — состояние случайного процесса в момент времени t ; q  — порядок модели; t  — 

белый шум с нулевым математическим ожиданием; i  — весовой коэффициент. 

Порядок модели определяется с помощью автокорреляционной функции, которая пока-
зывает степень линейной статистической зависимости между исходным рядом и его копией, 
сдвинутой на заданное число интервалов. Для модели  MA q  автокорреляционная функция 

затухает экспоненциально при сдвиге, превышающем порядок модели q . 



910 И. Г. Мартынчук  

ИЗВ. ВУЗОВ. ПРИБОРОСТРОЕНИЕ. 2023. Т. 66, № 11                                                    JOURNAL OF INSTRUMENT ENGINEERING. 2023. Vol. 66, N 11 

Авторегрессионная модель порядка p  определяет состояние случайного процесса на 
основе линейной комбинации p  его предшествующих значений и белого шума: 

  1 1 2 2AR ,  t t t t p t pX p X X X       , 

где p  — порядок модели, i  — коэффициенты модели.  

Порядок модели определяется функцией частной автокорреляции, позволяющей, как и в 
случае обычной автокорреляции, оценить характеристику взаимосвязей между предыдущими 
и текущими значениями временного ряда. Влияние малой задержки при этом устранено, так 
как частная автокорреляция направлена на исключение косвенной корреляции путем удаления 
линейной зависимости между сдвинутыми рядами. Для модели  AR p  частная автокорреля-

ционная функция затухает экспоненциально при сдвиге, превышающим порядок модели p . 
Модель авторегресионного скользящего среднего состоит из комбинации моделей 

процессов  AR p  и  MA q :  

1 1

A A( )M ,R ,  
p q

t t i t i i t i
i i

pX Xq  
 

       . 

В случае процесса  ARMA , p q  автокорреляционная и частная автокорреляционная 

функции, начиная с некоторого сдвига, представляют собой сумму затухающих экспонент, 
если ряд стационарен. С помощью величины данного сдвига определяются порядки моделей 

 AR p  и  MA q . Согласно теореме Вольда любой стационарный временной ряд может 

быть представлен с помощью модели  ARMA , p q  с любой точностью [16]. 

Во временных рядах обычно выделяют важные для понятия стационарности компонен-
ты: тренд и сезонность. Трендом называется плавное долгосрочное изменение уровня ряда. 
Это приводит к изменению математического ожидания временного ряда, что делает ряд не-
стационарным. Сезонность представляет собой циклические изменения среднего значения 
ряда с постоянным периодом. Такие изменения могут затрагивать как математическое ожи-
дание, так и дисперсию ряда, делая его также нестационарным.  

Интегрированная модель авторегресионного скользящего среднего ( , ,ARIMA(p d q)) 

представляет собой расширение модели  ARMA ,p q  и содержит интегрированную состав-

ляющую: 

 
1 1

ARIMA , , ,  
p q

d
t t i t i i t i

i i

X p d q X  
 

        , 

где d  — оператор разности временного порядка d . 
Данная составляющая позволяет перейти от нестационарного ряда к стационарному пу-

тем его дифференцирования d  раз. Дифференцирование представляет собой переход от ис-
ходного временного ряда к ряду попарных разностей.  

Сезонная интегрированная модель авторегресионного скользящего среднего (SARI-
MA) является расширением модели ARIMA. Учет сезонности во временном ряду достигается 
путем добавления набора компонентов авторегрессии и скользящего среднего: 

 SARIMA , , , , , , t s
X p d q P D Q

1 1 1 1

 
p q QP

d D
t i t i i t i i t si i t si

i i i i

X X   
   

                , 
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где P  — порядок сезонной авторегрессионной составляющей, D  — порядок интегрирования 
сезонной составляющей, Q  — порядок сезонной составляющей скользящего среднего, s  — 

показатель сезонности; i , i  — коэффициенты сезонной составляющей. 

Мультисезонная сезонно-трендовая декомпозиция временного ряда. 
Локально взвешенное сглаживание диаграммы рассеяния (LOWESS) представляет 

собой механизм сглаживания на основе взвешенного скользящего среднего и взвешенной ли-
нейной или полиномиальной регрессии. Метод состоит из следующих операций. 

1) Расчет расстояния между попарно распределенными точками исходного набора дан-
ных: 

 ,  i j i jr x x x x  ; 

для каждой точки ix  определяются m  смежных точек jx , которые находятся ближе всего к 

ix ; параметр m  называется размахом или размером локального подынтервала. 

2) Для каждой из m  точек jx  в локальном подынтервале вычисляется масштабирован-

ная дистанция, где знаменатель содержит расстояние от точки ix  до наиболее удаленной точ-

ки jx  в локальном подынтервале:  

   
 

*
,  

max ,  

i j
j

i j

r x x
r x

r x x
 . 

3) Для каждой точки в локальном подынтервале рассчитывается вес следующим обра-
зом: 

   
33* 1j jw x r x      
. 

4) На основе точек в локальном подынтервале и полученных весов выполняется взве-
шенная линейная регрессия.  

Результатом сглаживания в точке iх  является значение регрессии iy kх b  , где k ,  

b  — параметры регрессии. 
Cезонно-трендовая декомпозиция временного ряда на основе LOWESS (STL) исполь-

зуется для определения тренда и сезонной составляющей исследуемого временного ряда и 
состоит из внешнего и внутреннего циклов. Основные операции метода реализуются во внут-
реннем цикле, отвечающем за сглаживание сезонной и трендовой составляющих временного 
ряда. Внутренний цикл состоит из следующих операций. 

1. Извлечение тренда из временного ряда; на первой итерации цикла этот шаг не вы-
полняется. 

2. Сглаживание сезонных подсерий; временной ряд разбивается на сезонные подсерии, 
каждая из которых сглаживается с помощью метода LOWESS. 

3. Низкочастотная фильтрация сглаженных сезонных подсерий; сезонные подсерии 
суммируются и сглаживаются с помощью фильтров на основе скользящего среднего и 
LOWESS. 

4. Извлечение трендовой составляющей из сезонных подсерий. 
5. Извлечение из исходного временного ряда сезонной составляющей, полученной на 

предыдущих шагах. 
6. Получение тренда путем сглаживания полученного на шаге 5 временного ряда с по-

мощью LOWESS. 
Внешний цикл отвечает за минимизацию влияния выбросов путем замены обычного 

метода LOWESS на его более устойчивую к большим отклонениям версию.  
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Мультисезонная сезонно-трендовая декомпозиция временного ряда на основе 
LOWESS (MSTL) является расширением STL, позволяющим определять несколько сезонных 
компонентов во временном ряду. Метод состоит из следующих операций. 

1. Извлечение каждой сезонной составляющей с помощью STL; сезонные составляющие 
сортируются по возрастанию периода для предотвращения возможного поглощения коротких 
сезонных циклов более длинными.  

2. Определение тренда наиболее длинной сезонной составляющей (составляющей, из-
влеченной на заключительной итерации шага 1). 

3. Определение остаточной составляющей путем извлечения тренда из полученного на 
шаге 2 временного ряда. 

Если временной ряд не является сезонным, то для определения тренда используется ал-
горитм „Supersmoother“, разработанный Д. Фридманом и представляющий собой сглажива-
ние двумерной регрессии на основе локальной линейной регрессии с адаптивной пропускной 
способностью [14].  

Эксперимент. Для исследуемого временного ряда были выбраны данные, полученные 
системой мониторинга кластера моделей машинного обучения (см. рис. 1), обсуждаемые в 
постановке задачи. Взят отрезок наблюдения с июня по декабрь 2022 г. Пропуски в данных 
заполнены ближайшими следующими по порядку существующими отсчетами для корректной 
работы программных реализаций методов. Шаг наблюдений в исследуемом наборе данных 
равен 5 мин. Таким образом, дневной цикл равен 288 отсчетам, а недельный — 2016. Данные 
значения сезонности использовались в сравниваемых моделях. 

В качестве модели SARIMA использована реализация auto_arima библиотеки pmdarima 
языка Python. Для определения порядка дифференцирования регрессионной составляющей 
внутри модели использовался тест Квятковского — Филлипса — Шмидта — Шина. Опреде-
ление порядка сезонности в автоматическом режиме осуществлялось на основе комбинации 
тестов OCSB и Кановы — Хансена. Показатель сезонности принимался и в качестве входного 
параметра. Для автоматического определения наилучшей модели использовался информаци-
онный критерий Акаике (AIC). 

Для метода MSTL использована реализация библиотеки statsforecast языка Python, 
входной параметр — показатель сезонности. 

Эксперименты проводились на тестовом стенде с установленным процессором AMD 
Ryzen 9 5950X и емкостью оперативной памяти 64 Гб. Запуск реализаций осуществлялся в 
окружении WSL2 под управлением ОС Windows 10.  

Оценка качества прогноза выполнялась путем расчета следующих показателей: 
— среднеквадратической ошибки 

 2
1

1 ˆRMSE
n

i i
i

X X
n 

  , 

где n  — количество наблюдений в исследуемом наборе данных, iX  — фактическое значе-

ние, а ˆ
iX  — спрогнозированное значение временного ряда (набора данных); показатель 

RMSE совпадает с размерностью исходного набора данных; 
— коэффициента детерминации: 

 

 

2
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где iX  — среднее значение временного ряда (набора данных); показатель представляет собой 

нормированную среднеквадратическую ошибку, чем ближе данный коэффициент к единице, 
тем выше качество прогноза. 

Результаты. Рассчитанные показатели качества прогноза на один день вперед при по-
строении моделей на недельных и месячных данных представлены в табл. 1. 

 Таблица 1 

Показатель 
SARIMA(0,1,0)(0,0,0)[288] MSTL(288,2016) 

Набор данных Набор данных 
недельный  месячный  недельный  месячный  

RMSE 474,94404 — 2524,79448 711,03479 
R2 0,97192 — 0,206541 0,93902 

Показатели производительности методов по результатам экспериментов представлены в 
табл. 2. Под временем выполнения понимается суммарное время, затраченное на построение 
модели и выполнение прогноза на день вперед. 

Таблица 2 

Метод 
Недельный набор данных Месячный набор данных 

Время  
выполнения, с 

Потребление  
памяти, Гб 

Время  
выполнения, с 

Потребление  
памяти, Гб 

SARIMA 1080,92 ± 1,2 
48,447 ОП 

6,4 ± 0,4 swap 
— — 

MSTL 6,48 ± 0,03 0,375 ± 0,025 15,23 ± 0,08 0,375 ± 0,025 

Результаты прогноза на день вперед представлены на рис. 2: а, б — SARIMA и MSTL 
соответственно — недельные данные для построения модели; в — MSTL — заключительная 
неделя наблюдений для построения модели. В ходе экспериментов подтверждена высокая 
вычислительная сложность построения модели SARIMA на данных с высокой степенью дис-
кретизации и значениями периодов, превышающими классические сезонности, такие как 7, 
12 и 52. Для выбора подходящий модели SARIMA в автоматическом режиме было наложено 
мягкое ограничение на время построения модели, равное 5 мин. В противном случае ресурсов 
тестового стенда не хватало. При таких ограничениях алгоритмом по критерию AIC была вы-
брана модель     SARIMA 0,1,0 0,0,0 288 . Прогноз выполнялся циклически на один пяти-

минутный интервал вперед с одновременным обновлением модели фактическими данными 
для повышения точности прогноза. 

В случае недельного набора данных при прогнозе на день вперед модель SARIMA де-

монстрирует меньшее значение показателя RMSE  и большее значение 2R , что свидетельст-
вует о меньшей среднеквадратической ошибке прогноза. На месячных данных не удалось 
осуществить построение модели SARIMA, так как доступных ресурсов на тестовом стенде 
оказалось недостаточно.  

Анализ табл. 2 показывает, что метод MSTL значительно превосходит SARIMA по ско-
рости выполнения прогноза, а также по потреблению оперативной памяти и страниц swap.  

Для метода MSTL также определена зависимость показателя 2R  от величины исход-
ного набора данных (количество недель — М) при различных показателях сезонности (рис. 3). 
По результатам экспериментов можно сделать вывод, что точность прогноза при недель-
ной сезонности выше, чем при мультисезонном варианте. Это объясняется значительны-
ми отличиями в нагрузке в выходные дни. Точность прогноза при небольшом количестве 
данных в исходном наборе приближается к точности прогноза при использовании модели 
SARIMA.  
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Основной целью процесса автоматизированного масштабирования является уменьше-
ние затрат на вычислительную инфраструктуру. В контексте эластичных систем данная цель 
достигается путем снижения количества функционирующих вычислительных узлов в течение 
некоторого периода наблюдения. Согласно результатам экспериментов для построения моде-
ли SARIMA требуется значительное количество вычислительных ресурсов и времени в слу-
чае работы с временными рядами высокой степени дискретизации. Для данной модели необ-
ходим отдельный вычислительный узел со значительным количеством ресурсов, что снижает 
эффективность автоматического масштабирования, особенно в условиях частого перестрое-
ния моделей. 

Заключение. По результатам исследования и прогнозирования мультисезонных нагру-
зочных процессов, характерных для эластичных вычислительных систем, метод MSTL про-
демонстрировал преимущество по сравнению с моделью SARIMA по таким показателям, как 
время выполнения прогноза и потребление памяти.  
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На небольшом наборе исходных данных модель SARIMA демонстрирует более высо-
кую точность по сравнению с методом MSTL в мультисезонной конфигурации. При исполь-
зовании же одной сезонной составляющей метод MSTL демонстрирует близкую к модели 
SARIMA точность на таком же наборе данных. Однако для построения модели SARIMA при-
ходится накладывать ограничения по времени подбора параметров вследствие высокого по-
требления памяти, что ведет к снижению точности прогноза и ограничивает возможность по-
строения модели на основе более высоких показателей сезонности. 
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Аннотация. Представлены результаты исследования по созданию методики оценивания системы экс-
плуатации сложных объектов на основе нечетко-возможностного подхода с использованием явных и неявных 
профессиональных экспертных знаний. Факторное пространство содержит семь нечетких лингвистических пе-
ременных для построения нечетко-возможностной математической модели оценивания состояния объектов на-
земной космической инфраструктуры, в качестве которых рассмотрена система космического слежения и на-
блюдения как сложный объект, а также исследована ее зависимость от качества функционирования соответст-
вующей системы эксплуатации. Эффективность применения созданной методики оценивалась на основе расче-
тов с использованием построенной нечетко-возможностной модели.  
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Abstract. Results of a study on creation of a methodology for assessing the operation system of complex object 

based on a fuzzy-possibility approach using explicit and implicit professional expert knowledge are presented. The factor 
space contains seven fuzzy linguistic variables for constructing a fuzzy-possibility mathematical model for assessing the 
state of objects of ground-based space infrastructure, in which the space tracking and surveillance system is considered 
as a complex object, and its dependence on the quality of functioning of the corresponding system is also studied. The 
effectiveness of the created methodology was assessed based on calculations using the constructed fuzzy-possibility 
model.  
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Введение. Тенденции развития современного высокотехнологичного общества приве-

ли к появлению и развитию разнообразных сложных объектов (СлО), эффективность и ра-
ботоспособность которых зависит от качества и надежности множества взаимосвязанных 
элементов, входящих в их состав. Взаимодействие элементов СлО обеспечивается системой 
эксплуатации (СЭ) в соответствии с требованиями ГОСТ РВ 0101-001-2007. Традиционно 
СЭ, как правило, создаются под уже готовые СлО и их применение базируется на исполь-
зовании известных методов статистического анализа. Однако достоверные данные о веро-
ятностно-статистических характеристиках СЭ возможно получить только по репрезента-
тивным выборкам в течение достаточно длительной эксплуатации, что связано с опреде-
ленными трудностями, вызванными различием в целевом назначении СлО [1—5]. 

Качество функционирования СЭ СлО зависит от множества факторов, связанных с экс-
плуатацией, проектированием, влиянием внешней среды, обученностью обслуживающего 
персонала и его готовностью к выполнению задач эксплуатации системы. Так, применитель-
но к системам наблюдения, используемым в космонавтике, независимо от назначения соот-
ветствующих СлО их СЭ характеризуется показателями, основные из которых приведены в 
табл. 1. Следует отметить, что значения данных показателей могут варьироваться в достаточ-
но широком диапазоне. 

   Таблица 1 
Показатель Описание 

Вероятность восстановления 
СлО в установленное время 

Показатель надежности СлО, характеризующий ремонтопригодность как вероят-
ность того, что время восстановления работоспособного состояния объекта не 
превысит заданного 

Коэффициент технического 
использования СлО 

Комплексный показатель надежности, рассчитываемый как отношение матема-
тического ожидания суммарного времени пребывания объекта в работоспособ-
ном состоянии в течение некоторого периода эксплуатации к математическому 
ожиданию суммарного времени пребывания объекта в работоспособном состоя-
нии и в простоях, обусловленных техническим обслуживанием и ремонтом за тот 
же период  

Коэффициент готовности 
СлО 

Комплексный показатель надежности, рассчитываемый как вероятность того, что 
объект окажется в работоспособном состоянии в произвольный момент времени, 
кроме планируемых периодов времени, в течение которых применение по назна-
чению не предусмотрено 

Вероятность безотказной 
работы СлО 

Комплексный показатель надежности, рассчитываемый как вероятность того, что 
объект будет сохранять параметры в заданных пределах в течение определенного 
времени и при определенных условиях эксплуатации 

Коэффициент  
обеспеченности СлО 

Комплексный показатель экономической эффективности функционирования 
СлО, характеризующий уровень обеспечения материально-техническими средст-
вами, финансирования работ и оплаты деятельности обслуживающего персонала. 
Отражает отношение всех видов существующих запасов к их требуемому уров-
ню, позволяет определить, способен ли СлО функционировать с заданными ха-
рактеристиками при существующем уровне обеспечения и потребления 
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Продолжение табл. 1 
Коэффициент готовности 
оператора  
к выполнению операций 

Комплексный показатель качества подготовки обслуживающего СлО персонала, 
характеризующий способность к выполнению необходимых операций по под-
держанию техники в работоспособном состоянии. Включает вероятности: свое-
временного выполнения работ, безошибочной работы, исправления допущенной 
ошибки  

Коэффициент влияния 
внешней среды на СлО 

Комплексный показатель, характеризующий влияние внешних факторов (клима-
тических, техногенных, человеческих и др.) на безопасность и безаварийность 
функционирования СлО. Определяется как отношение времени простоев (не-
штатного функционирования) из-за внешних факторов к общему времени функ-
ционирования СлО в заданных параметрах 

С учетом вышеизложенного для оценивания состояния функциональной пригодности 
конкретного варианта СЭ СлО необходимо создать математическую модель в виде следую-
щей формулы [6]: 
  1 2 3, , , ,  lY Y x x x x  ,  (1) 

где Y — обобщенный показатель качества функционирования оцениваемой СЭ СлО; 

1 2 3, , , , lx x x x — переменные (частные показатели качества), в наибольшей степени влияющие 

на эффективность функционирования СЭ.  
Следует отметить, что количественные значения перечисленных показателей определя-

ются соответствующей эксплуатационной и/или другой регламентирующей документацией, а 
установленные нормативы, определяющие границы изменения данных частных показателей 
(параметров), носят рекомендательный характер и относятся ко всему множеству оценивае-
мых элементов без учета их конкретного состояния. При этом значения некоторых показате-
лей определяются, как правило, экспертными комиссиями, что приводит к необходимости 
использования математического аппарата теории нечетких множеств и отношений. Следует 
отметить, что применение детерминированных математических методов обработки нечеткой 
многофакторной информации может в итоге привести на практике к существенной неточно-
сти и некорректности в принятии управленческих решений [6, 7]. 

С математической точки зрения подобные задачи оценивания состояния СЭ СлО отно-
сят к классу слабоструктурированных и трудноформализуемых, что требует для их решения 
применения специфических моделей и методов, например нечетко-возможностного подхода 
с привлечением явных и неявных экспертных знаний, когда эксперт выступает как агент 
(субъект) с присущей ему „интеллектуальной информационно-диагностической системой“ 
(ИИДС) [6—9].  

Цель настоящей статьи— разработка методики построения и использования математи-
ческой модели, описывающей такое свойство СЭ, как способность обеспечить качественное 
функционирование СлО с заданными характеристиками на основе нечетко-возможностного 
подхода. 

Методика оценивания состояния системы эксплуатации сложных объектов. Пред-
лагаемый нечетко-возможностный подход основан на методах формализации неявно задан-
ных причинно-следственных связей с использованием явных и неявных экспертных знаний. 
Обработка такой информации заключается в последовательном выполнении этапов извлече-
ния экспертных знаний и формализации их в виде аналитического выражения.  

Методика построения нечетко-возможностной модели оценивания состояния СЭ СлО 
на основе явных и неявных экспертных знаний состоит из следующих шагов [9]. 

Шаг 1. Формулировка задачи, выбор и обоснование факторного пространства, в рамках 
которого будет приниматься решение о состоянии СЭ СлО, и построение вербально-
числовых шкал для всех переменных, используемых в рамках выбранного факторного про-
странства.  
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Шаг 2. Представление выбранных переменных (характеристик) в виде лингвистических 
переменных с соответствующими шкалами измерений. Построение множества нечетких про-
дукционных правил импликативного типа „если…, то…“ как формы представления эксперт-
ных знаний.  

Шаг 3. Подготовка на основе методов теории планирования экспериментов опросной 
матрицы для выбранного факторного пространства и заполнение ее экспертом. Строки мат-
рицы при этом формируются на основе нечетких продукционных правил импликативного 
типа „ситуация — оценка“. На основе известных методик теории планирования эксперимен-
тов построение полиномиальной модели, описывающей такое свойство СЭ, как способность 
обеспечить качественное функционирование СлО.  

Шаг 4. Оценивание уровня корректности построенной модели и соответствующих мо-
дельных расчетов с использованием, во-первых, такого параметра, как степень близости 
обобщенного показателя вида (1) к его экспертными оценкам, и, во-вторых, показателя согла-
сованности результатов нечетко-возможностного моделирования состояния СЭ СлО с ре-
зультатами оценивания фактического состояния СЭ СлО на основе статистических данных 
или результатов специальных экспериментов.  

Шаг 5. Проведение экспертом профессионального анализа построенной модели, извле-
чение методами математического анализа новой информации о специфике функционирова-
ния конкретной СЭ СлО. Внесение предложений по использованию модели на практике при-
менительно к функционированию объектов наземной космической инфраструктуры (ОНКИ) 
как базы знаний при создании соответствующей автоматизированной системы управления. 

Проиллюстрируем конструктивность предложенной методики на конкретном примере. 
Пусть на шагах 1 и 2 экспертом выбрано пространство из семи факторов (переменных, 

частных показателей), представленных в виде лингвистических переменных (табл. 2).  
Таблица 2 

Фактор Лингвистические шкалы 
Х1 — Рв(t) — вероятность вос-
становления СлО в установ-
ленное время 

Х2 — Kт.и — коэффициент 
технического использования 
СлО 

Х3 — Kг — коэффициент го-
товности СлО 

Х4 — Р(t) — вероятность без-
отказной работы СлО  
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Продолжение табл. 2 
Х5 — Kоб — коэффициент 
обеспеченности материально-
техническими средствами 

Х6 — Kоп — коэффициент го-
товности оператора 

Х7 — Kвн — коэффициент 
влияния внешней среды 

Н С ВН-НС ВС

-1 +1

0,01

ВС-ВС-ВСНС НС-С

0,10,05 0,07 0,08 0,090,02 0,03 0,04

Y — KЭ — способность СЭ 
обеспечить функционирование 
СлО с заданными характери-
стиками 

Каждый из факторов (частных показателей), представленных лингвистической пере-
менной, например Х1, содержит три шкалы перевода вербальных оценок эксперта в числовые 
значения: по оси абсцисс — верхняя вербальная (Н — низкая оценка, НС — ниже средней,  
С — среднее, ВС — выше средней, В — высокая) и две нижние — натуральные значения 
(интервал 0,85—0,99) и стандартизованные значения в интервале [–1, +1] для использова-
ния методик теории планирования экспериментов. По оси ординат — функция принадлеж-
ности в интервале [0,1], причем значения „1“ соответствуют модам лингвистических при-
знаков. 

Как следует из определения обобщенного показателя Y, оценивание каждого из воз-
можных вариантов состояния СЭ переносится в область вербальных экспертных оценок 
(Yэксп) эффективности (качества) выполнения возлагаемых на СЭ функций на любом интерва-
ле жизненного цикла СлО.  

На шаге 3 по выбранному факторному пространству создана специальная опросная мат-
рица (табл. 3), строки которой представлены нечеткими продукционными правилами импли-
кативного типа „если…, то…“ и являются вариантами запланированных ситуаций изменения 
значений лингвистических переменных. Все переменные в табл. 3, согласно методам теории 
планирования экспериментов, приведены в стандартизованном масштабе с интервалом изме-
нения [–1,+1]. Стандартизация (кодирование) переменных осуществляется по формулам  

 
  i i

i
i

X X
x

X





, max min  

,
2i

X X
X


  max min  

.
2i

X X
X


   

Процедура арифметизации вербальных оценок Yэксп в табл. 3 по вербально-числовой 
шкале табл. 2 предоставляет возможность применения классических методов теории плани-
рования экспериментов с построением полиномиальной модели [6, 7, 9]. 
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Таблица 3 

№ 
п/п 

x1 x2 x3 x4 x5 x6 x7 
Экспертная оценка 

Yэксп 
Расчетное по модели 

значение Y 
вербальная количественная

1 –1 –1 –1 –1 –1 –1 1 Н 0,85 0,84  
2 1 –1 –1 –1 –1 –1 –1 НС 0,89 0,88  
3 –1 1 –1 –1 –1 –1 –1 Н–НС 0,87 0,86  
4 1 1 –1 –1 –1 –1 1 С 0,92 0,91  
… … … … … … … …  … … 
61 –1 –1 1 1 1 1 1 С 0,92 0,92  
62 1 –1 1 1 1 1 –1 ВС 0,99 0,97  
63 –1 1 1 1 1 1 –1 С–ВС 0,94 0,95  
64 1 1 1 1 1 1 1 В 0,99 0,99  

Например, строка 3 матрицы читается так: если коэффициент вероятности восстанов-
ления (x1) „низкий“, и коэффициент технического использования (x2) „высокий“, и коэф-
фициент готовности (x3) „низкий“, и вероятность безотказной работы (x4) „низкая“, и коэф-
фициент обеспеченности (x5) „низкий“, и коэффициент готовности оператора (x6) „низкий“, и 
коэффициент влияния внешней среды (x7) „низкий“, то, по мнению эксперта, способность СЭ 
обеспечить функционирование СлО с заданными характеристиками находится между значе-
ниями „низкая“ и „ниже средней“ (Н-НС). В числовом выражении мода этой оценки по шка-
ле табл. 2 составляет 0,87. 

В результате обработки численных данных табл. 3 получено полиномиальное выраже-
ние (требуемая математическая модель), связывающее такой обобщенный показатель СЭ, как 
Y, с семью базовыми характеристиками (частными показателями), представленными пере-
менными в соответствующем факторном пространстве: 

Y= 0,91051+0,02168x1+0,01348x2+0,02098x3+0,01074x4+0,00965x5+ 
+0,00512x6+0,00254x7+0,00254x2x7+0,00293x3x5+0,00582x4x5 – 

 –0,00309x1x2x6 – 0,00254x1x3x7+0,00238x2x3x7 – 0,00527x3x4x5. (2) 
В выражении (2) присутствуют члены разложения только со значимыми (отличными от 

нуля) коэффициентами при соответствующих независимых переменных, представленных в 
стандартизованном масштабе.  

Мерой точности вычислений по модели, как правило, выбирают остаточную дисперсию 
или квадратный корень из нее sост — остаточное квадратическое отклонение, вычисленное по 
модели и характеризующее меру рассеяния точек вокруг линии тенденции, определяемой мо-
делью Y. Применительно к данному примеру рассчитанное значение sост равно 0,01. Обычно 
sост сравнивается с мерой нечеткости экспертной информации sэксп, которая в данном случае 
определяется как  

эксп
 0,99 0,85

 0,035.
2 4

Y
s

 
    

Выполнение неравенства  
  ост эксп0,01  0,035s s    (3) 

свидетельствует о достаточной точности вычислений по построенной модели. 
Оценка корректности вычислений по модели (2) проводится в два этапа: сначала на ос-

нове мнений экспертов, а затем на основе реальных данных, полученных в результате изме-
рений компонент вектора состояния конкретных СЭ СлО. Так, на первом этапе обработанные 
мнения экспертов (Yэксп) о способности СЭ обеспечить функционирование СлО с заданными 
характеристиками иллюстрируются рисунком, где представлен график корреляции эксперт-
ных оценок и расчетных значений, полученных с использованием модели. Рассматриваемая 
связь оценивается коэффициентом корреляции R=0,97.  
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 Y 

    0,86      0,90       0,94     0,98  Yэксп 

1,00 

0,98 

0,96 

0,94 

0,92 

0,90 

0,88 

0,86 

0,84 
 

На втором этапе, вследствие отсутствия статистических данных по изучаемому явле-
нию, степень адекватности расчетных значений модели (2) фактической способности СЭ 
обеспечить функционирование СлО с заданными характеристиками проверялась ситуационно 
на трех действующих СлО в ходе специального исследования, суть которого состояла в сле-
дующем. Для каждого СлО назначались группы экспертов, которые на основе ознакомления с 
нечетко-возможностным подходом производили вербальное оценивание СЭ по всему фак-
торному пространству, включая и Yф — способность СЭ обеспечить функционирование СлО 
с заданными характеристиками. 

Результаты исследований приведены в табл. 4, где вербальные экспертные оценки по 
всем переменным (верхние буквенные в каждой клетке) оценивались по описательным харак-
теристикам табл. 2. Последующей арифметизацией вербальных оценок в численный вид 
(нижние значения в каждой клетке) и вычислением по модели (2) получены значения Y, кото-
рые по табл. 2 переводились в вербальные для сравнения с независимыми экспертными оцен-
ками Yф. 

       Таблица 4 

Объект Х1 Х2 Х3 Х4 Х5 Х6 Х7 Yф Y 

1 НС 
–0,5 

С 
0 

ВС 
0,75 

Н 
–1 

С 
0 

С-ВС 
0,25 

С 
0 

С  
0,93 

НС-С 
0,916 

2 С 
0 

ВС 
0,5 

ВС 
0,75 

С-ВС 
0,25 

С 
0 

С-ВС 
0,25 

НС-С 
–0,25 

С-ВС 
0,93 

С-ВС 
0,934 

3 ВС-В 
0,75 

ВС-В 
0,75 

ВС 
0,75 

С-ВС 
0,25 

С-ВС 
0,25 

В 
1 

НС-С 
–0,25 

ВС-В 
0,97 

ВС 
0,953 

Анализ табл. 4 показывает, что различие между вербальными оценками Yф и рассчитан-
ными Y по модели (2) не превышает полшага исходной экспертной нечеткости по шкале табл. 2 
и позволяет считать полученную модель адекватной фактическому состоянию СЭ.  

Таким образом, оба предложенные в статье показателя — высокая степень корреляции 
между экспертными оценками и расчетными значениями по модели (R=0,97) и фактическое 
состояние СЭ СлО по оценкам независимых экспертов — позволяют использовать получен-
ную модель как ИИДС взамен обращения к экспертам по изучаемому явлению. 

Анализируя результаты исследований, можно сделать вывод о более существенном 
влиянии надежностных показателей (Х1—Х4) на способность СЭ обеспечить функционирова-
ние СлО с заданными характеристиками, в отличие от показателей готовности персонала, 
влияния окружающей среды и обеспеченности СлО материальными техническими средства-
ми, что соответствует аналитическим выводам, представленным в [10]. 

Заключение. В результате исследования создана и подтверждена на практике методика 
построения математической модели оценивания способности СЭ обеспечить функциониро-
вание СлО с заданными характеристиками. Принципиальным отличием методики является 
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использование явных и неявных экспертных знаний, причем сам эксперт выступает в роли 
„интеллектуальной информационно-диагностической системы“. 

На основе созданной методики в семифакторном пространстве построена нечетко-
возможностная модель оценивания и прогнозирования способности СЭ обеспечить функцио-
нирование СлО с заданными характеристиками, позволяющая получать результаты в количе-
ственном виде.  

Построенная модель наиболее востребована на стадии формирования СЭ ОНКИ. Вместе 
с тем применение модели возможно при построении СЭ большинства других СлО, для кото-
рых характерны приведенные выше показатели качества их функционирования.  
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Abstract. The deployment of Convolutional Neural Networks (CNNs) models on embedded systems faces mul-
tiple problems regarding computation power, power consumption and memory footprint. To solve these problems, a 
promising type of neural networks that uses 1-bit activations and weights emerged in 2016 called Binary Neural Net-
works (BNNs). BNN consumes less energy and computation power mainly because it replaces the complex heavy convo-
lution operation with simple bitwise operations. However, the quantization from 32-float point to 1-bit leads to accuracy 
loss and poor performance, especially on large datasets. This article presents a review of the key optimization techniques 
which influenced the performance of BNNs and led to higher representation capacity of BNN models, as well as an 
overview of the application methods of BNNs in object detection tasks and compares the performance with the real value 
CNN.  
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ОБЗОР МЕТОДОВ ОПТИМИЗАЦИИ БИНАРНЫХ НЕЙРОННЫХ СЕТЕЙ  

А. Шаккуф  

Университет ИТМО, Санкт-Петербург, Россия 
ashakkuf@itmo.ru  

Аннотация. Развертывание моделей сверточных нейронных сетей (СНС) во встраиваемых системах ос-
ложнено множеством проблем, связанных с вычислительной мощностью, энергопотреблением и объемом памя-
ти. Для решения этих проблем в 2016 г. создан многообещающий тип нейронных сетей, использующих 1-битную 
активацию и веса, — бинарные нейронные сети (БНС). Такие сети потребляют меньше энергии и вычислитель-
ных мощностей, так как заменяют сложную операцию тяжелой свертки простыми побитовыми операциями. Одна-
ко квантование с 32-разрядной плавающей запятой до 1 бита приводит к потере точности и снижению производи-
тельности, особенно при больших наборах данных. Представлен обзор ключевых методов оптимизации, которые 
повлияли на производительность БНС и привели к повышению репрезентативности их моделей, также представ-
лены обзор способов применения БНС в задачах обнаружения объектов и сравнительный анализ их производи-
тельности с реальным значением.  

Ключевые слова: бинарные нейронные сети, оптимизация БНС, обнаружение объектов, квантование, би-
наризация, компьютерное зрение, искусственный интеллект 

Ссылка для цитирования: Шаккуф А. Обзор методов оптимизации бинарных нейронных сетей // Изв. вузов. 
Приборостроение. 2023. Т. 66, № 11. С. 926—935. DOI: 10.17586/0021-3454-2023-66-11-926-935. 
 

 
 
Introduction. Convolutional Neural Networks (CNN) have pushed Artificial Intelligence (AI) 

limits in many aspects, including but not limited to image classification [1, 2], object recognition  
[3, 4], speech emotion recognition [4—6], object detection [7] and classification of noisy signals [8]. 
CNNs have heavy designs with massive computational costs and parameters size, which makes it 
difficult to deploy CNN on the edge and portable devices without model compressing techniques. 
One of compression techniques is quantization, in which network parameters are represented with 
data types of smaller size. The most severe quantization technique in binarization, in which weights 
and activations are represented using 1-bit and the resulting networks are called Binary Neural Net-

                                                 
*© Shakkouf A., 2023 
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works (BNNs). BNNs represent the ideal class of neural network for edge inference especially for 
battery driven devices, due to their use of XNOR for multiplication: a fast and cheap operation to 
perform with much smaller times of memory accesses. Times of memory access is important be-
cause each hardware consumes certain amount of energy for each memory access [9]. Moreover, 
their parameters are 32x times more compact, which increases opportunities for caching, providing 
further potential performance boosts. However, binarization dramatically improves inference speed 
but accuracy is greatly affected. For example, binary connect network performs classification on CI-
FAR-10 dataset with accuracy 10% less than the accuracy of the real value network [10] and the loss 
in accuracy in much larger on largescale datasets such as ImageNet. Figure* shows the great benefits 
of some BNN models in terms of models’ sizes with acceptable inference latency. The loss in repre-
sentation capacity of BNNs makes research for better binary feature maps representation -while 
training- a matter of central importance. Because of that, starting from 2016, a lot of research has 
been done to optimize BNNs and test its’ performance in real applications. There are few reviews on 
BNNs, but our review is different from all other reviews in two points: 

— we summarize the key optimization techniques that improved the performance of BNN to a 
large extent; other reviews summarize all the previously done research; 

— we focus on works that use BNNs in object detection tasks and review all the previously 
conducted research in this field of computer vision. 

 

Key optimization techniques of BNNs. Optimizing the training process of BNN is essential 
to gain the availability to train BNN on the edge. [11] provides a new low-cost strategy for BNN 
training that reduces the used memory by up to 5.44x while inducing little to no accuracy loss. Au-
thors notice that high-precision activations should not be used while training BNNs, since we are 
only concerned with weights and activations’ signs. Specifically, authors of [11] present the first 
successful combination of binary activations and binary and binary weight gradients during neural 
network training. An intuitive method to lower the memory footprint of training is to simply reduce 
the batch size. However, doing so generally leads to increased total training time due to reduced 
memory reuse [12]. The method in [11] does not conflict with batch size tuning, and further allows 
the use of large batches while remaining within the memory limits of edge devices. Authors used the 
standard BNNs training method of Courbariaux [10] as a baseline for comparison. 

Authors in [10] introduce a method for training BNNs and perform two sets of experiments on 
two platforms: Torch7 and Theano. They operate on the binarizations approaches introduced by 

                                                 
* Larq implementation of deep neural networks with extremely low precision weights and activations. 
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[13]. [13] introduces two approaches to transfer high-precision NNs to BNNs. The first approach is 
deterministic and the other one is stochastic. The deterministic approach is formulated as:  

1    if 0,
sgn( )

1    otherwise.
b x

x x
 

  
 

Where bx  is the binarized value (weight or activation), x is the high-precision variable. While 
the stochastic approach is formulated as:  

 1    with probability ;

1    with probability 1 ,
b p x

x
p

   
 

 

where   is the hard sigmoid function; 
1 1

( ) clip ,0,1 max 0, min 1, .
2 2

x x
x

                
 

Courbariaux [10] states that stochastic binarization is more appealing than the deterministic 
one, but harder to implement as it requires the hardware to have a random generation unit (peri-
pheral). So, it is quite often preferable to use the deterministic approach over the stochastic one. 
The negative side of [10] is that real-valued gradients of the weights are accumulated in real-
valued variables because they are required for Stochastic Gradient Descent (SGD) to work at all. 
However, this problem has been solved by [11]. The derivative of sign function is zero almost 
everywhere, and that prevent performing backpropagation. This problem has been solved by [14, 
15], where the authors introduced what is called “straight-through estimator”. [10] uses the same 
approach as [14, 15] for gradient estimation but adds to it a saturation effect. Authors in [10] also 
wrote an optimized binary matrix multiplication kernel for GPU which performs 7x faster than the 
unoptimized GPU kernel. 

It is well known that we add a regularization term like 1L  and 2L  to a model to prevent over-

fitting and as a result we obtain robust generalization. If we use these regularization functions while 
training binary NN, it will direct the weights to be near zero and this is not compatible with BNNs, 
because we need the weights to be around –1 and +1. So, to make the regularization term more gen-
eral, authors in [16] introduces scaling factor   which makes the regularization function symmetric 
and has two minimums at ,  . Those scales are embedded into the layers parameters and thus 

are learnable while training. 
Authors in [17] provide a smart algorithm (framework) for automatic search of compact but 

accurate BNNs architecture. The main idea is to expand — while we binarize the network — each 
layer of the network by a factor of a  where  0.25, 0.5, 1, 2, 3, 4a . Specifically, authors create 

a generation of networks architectures, each architecture corresponds to an expansion ratio. After 
training, we choose the best candidate (best BNN architecture) using a fitness func-

tion    max Acc FLOPs,0kf a    Where FLOPs and Acc are float operations and Top-1 vali-

dation accuracy of the network of an individual ka ,   is the trade-off parameter. 
Applying x-nor and bit-count operations causes and accumulates notable quantization error, 

which usually results in inconsistent signs in binary feature maps compared with their full-precision 
counterpart [18]. To handle this inconsistency, [18] present a channel-wise interaction based binary 
convolutional neural network learning method (CI-BCNN) to learn BNN with channel-wise interac-
tions to reduce the accumulated error and obtain an efficient inference. While in [19], authors ap-
proximate the real value weights with linear combination of multiple binary bases and use that to 
alleviate information loss in the forward pass. A network called Bi-Real proposed in [20] connects 
the float activations to activations of the consecutive block, through an identity shortcut. Conse-



 Review on Optimization Techniques of Binary Neural Networks  929 

JOURNAL OF INSTRUMENT ENGINEERING. 2023. Vol. 66, N 11                                                    ИЗВ. ВУЗОВ. ПРИБОРОСТРОЕНИЕ. 2023. Т. 66, № 11 

quently, compared to the standard 1-bit CNN, the representational capability of the Bi-Real net is 
significantly enhanced. 

Unlike [18], [21] proposes an approach that gives weights to binaries variables and is called 
Balanced Binary neural networks with Gated residual (BBG for short). First, weight-balanced bi-
narization is presented so binary weights can capture more information contained in activations. 
Second, a gated residue is appended to make recompense for the loss of information during the 
forward pass, with a slight increase. Both techniques can be encapsulated as a generic network 
module that supports different network architectures for different tasks including detections. Au-
thors assure deployment efficiency on mobile devices using a framework called daBNN and was 
introduced by [22].  

According to central limit theorem (CLT) [23, 24], the general description for activation is that 
they are nearly Gaussian, which makes it hard for the  .sign  function to capture the higher-order 

statistics such as variance. This fact motivated the authors of [25] to propose a new approach for bi-
narization called „Sparsity-Inducing BNN“ (Si-BNN). The new approach tries to maximize the mu-
tual information between inputs and outputs of a single layer by a proper (optimal) choosing of the 
sparsity threshold  . Binarization equation and backward gradient estimation via straight-through 
estimator (STE) formulas are: 

 
1    if ,

0    otherwise;b
x

X X
  

   


    
1    if   0 1,

0    otherwise.

X

X

   
  

 

Training Si-BNN and testing on ImageNet, MNIST and FICAR-10 benchmarks demonstrate 
that Si-BNN dramatically outperforms current best performing methods like QNet in [26] and 
BENN-6, Bagging in [27], lowering the performance gap between full-precision networks and bina-
rized neural networks. 

Compared to previous research that demonstrated the viability of BNNs via experiments, [28] 
explains why these BNNs work in terms of the High-Dimensional geometry. [28] shows that BNNs 
trained using the method of [10] work because of the high-dimensional geometry of binary vectors. 
In particular, the ideal continuous vectors that extract out features in the intermediate representations 
of these BNNs are well-approximated by binary vectors in the sense that dot products are approx-
imately preserved. This theory serves as a foundation for understanding not only BNNs but a variety 
of methods that seek to compress traditional NNs using the well-known compression techniques 
mentioned in [29, 30]. A promising technique to enhance BNNs representation capacity introduced 
in [31] where authors refined the kernel and features using generative adversarial learning like KR-
GAL and FR-GAL. [32] empirically proves that quantizing the weights can improve generalization, 
where authors show that eigenvalue of neural tangent kernel of the proposed network decays approx-
imately exponentially.   

Application of BNNs in Object Detection. Authors of [33] noticed that binarization leads to 
poor representation capabilities of features. To avoid that [34] proposes a method called “Block 
Scaling Factor XNOR” (BSF-XNOR). This method is built on the XNOR binarization algorithm 
[35] but adds to it better representation capabilities using a scaling factor for each block under a used 
filter and increasing in operation parallelization without increasing the calculation amount. The scal-
ing factor is calculated using a specific mathematical expression introduced by [34]. The suggested 
algorithm was applied on unmanned aerial vehicles (drones). BSF-XNOR beats most of the well 
know algorithms for object detection in overall performance like XNOR, YOLOv3-tiny, Non-bin, 
XYOLO [36]. 

To simplify the search for appropriate architecture of BNN, [37] proposes an algorithm 
called BNAS which produces high compact models for detection tasks. [38] presents a method 
for object detection in infrared images using BNNs. The authors demonstrate that the perfor-
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mance of BNNs is very close to that of 32-bit floating-point networks on the IR dataset and 
present a system architecture (using external DRAM an internal SRAM) designed specifically 
for computation using binary representation. [38] shows that BNNs can achieve high recogni-
tion accuracy while reducing memory and energy requirements, making them suitable for use in 
embedded platforms and mobile devices. [39] proposes a new approach for object detection us-
ing a fast unified binary network. The proposed method is based on the X-NOR network and 
uses binary-precision convolution. The network also uses convolution kernels of different sizes 
to predict classes and bounding boxes of multi-scale objects directly which makes the approach 
easy to implement in embedded computing systems and achieves faster object detection with 
acceptable loss of accuracy. 

A modified binarized convolutional neural network proposed in [40] can reduce power con-
sumption without any speed loss and improve system performance while keeping low power dissipa-
tion. The article also describes the limitations of reducing power consumption through software and 
how optimized SoC hardware structure can extend the limitation of software methods, for example, 
by the use AXI interfaces to accelerate the process and optimize data transferring. 

Authors in [41] propose a low bit-width weight optimization approach to train BNN called 
(BDNN). This method uses a greedy layer-wise technique to train the detection network instead of 
binarizing the whole network once at a time, which boosts performance instead of training the entire 
network at the same time. 

To optimize the detection process for time, [42] introduces a point-process filter (PPF) that fil-
ters the input video stream to remove the noise. After that, the filtered images are passed to an effi-
ciently implemented BNN on FPGA. The implementation shows a reduction of 86% in latency com-
pared to the full precision NN. 

[43] proposes a binarized neural network learning method called BiDet for efficient object de-
tection. This method eliminates the redundant information using the principle of information bottle-
neck which gives us a fully utilization of the representational capacity of the networks and enforces 
the posteriors to be concentrated on informative prediction for false positive elimination, through 
which the detection precision is significantly enhanced. 

To maintain a performance so close to that of real value NN, [44] presents a strategy 
called layer-wise searching which generates 1-bit detectors that minimize the angular error in a 
student-teacher framework. To increase the capacity of the detectors, authors introduce angular 
and amplitude loss functions. Those functions search learns the scale factor that minimizes the 
amplitude error and finds the optimal binary weights that minimize angular loss. On the other 
hand, authors in [45] try to increase features representation capacities by using an adaptive am-
plitude method that reformulates the binary convolution. A good comparison of the performance 
of different NNs in detection tasks was carried out by [46], where they compared previously 
trained CNN, QNN and BNN. The detection of small objects manipulated by hand was studied 
in [47] for surveillance purposes, where the authors implemented robust and reliable model for 
detection based on binarization techniques. A very actual detection task was studied by [48] 
which used BNN (DAD-Net) to detect drivable areas (segmentation) for autonomous driving 
which saves energy and computing power. The proposed network uses binary weights and acti-
vations in both encoder and encoder parts and in the bottleneck. To keep passengers safe in 
public transportation and alert for anomaly state, [49] implemented a BNN for faster emotion 
recognition from facial expressions. [50] performs semantic segmentation through GroupNet 
algorithm. GroupNet divides the network into sub-groups and performs approximation for each 
sub-group using combinations of binary bases. Table illustrates the BNN results of the object 
detection task on the benchmark datasets PASCAL VOC. 
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Summary of BNNs performance on object detection for PASCAL VOC dataset 
Neural Network 

Approach 
Network Architecture 

Binarization method / Real-
valued 

Trained Dataset mAP% 

Customized 
VGG16 

Real-valued VOC2007 68.9 
BNN VOC2007 47.3 

Alexnet 
Real-valued VOC2007 66.0 

BNN VOC2007 46.4 

Faster RCNN 

VGG16 BDNN VOC2012 62.6 

ResNet-18 
Real-valued VOC2007 67.8 
Bi-Real Net VOC2007 51.0 

ResNet-18 
Real-valued VOC2007+2012 73.2 
Bi-Real Net VOC2007+2012 60.6 

ResNet-34 
Real-valued VOC2007+2012 75.6 
XNOR-Net VOC2007+2012 54.7 

ResNet-18 

Real-valued VOC2007+2012 74.5 
BiDet 

BiDet(SC) 
XNOR-Net 
Bi-Real Net 

VOC2007+2012 50.0 
59.5 
48.4 
58.2 

ResNet-18 
Real-valued VOC2007+2012 76.4 
Bi-Real Net 

BiDet 
VOC2007+2012 60.9 

62.7 

ResNet-34 
Real-valued VOC2007+2012 77.8 
Bi-Real Net 

BiDet 
VOC2007+2012 63.1 

65.8 

ResNet-50 
Real-valued VOC2007+2012 79.5 
Bi-Real Net VOC2007+2012 65.7 

ResNet-18 
Real-valued VOC2007 74.5 
DA-BNN VOC2007 63.5 

YOLOv2 DarkNet XNOR-Net VOC2007 79.6 

SSD VGG16 
BDNN VOC2007+2012 63.3 

XNOR-Net 60.71 

SSD300 

VGG16 

Real-valued VOC2007+2012 72.4 
BiDet 

BiDet(SC) 
XNOR-Net 
Bi-Real Net 

 
VOC2007+2012 

52.4 
66.0 
50.2 
63.8 

MobileNetV1 
Real-valued VOC2007+2012 68.0 

BiDet 
XNOR-Net 

VOC2007+2012 51.2 
48.9 

VGG16 
Real-valued VOC2007+2012 74.3 
Bi-Real Net 

BiDet 
VOC2007+2012 63.8 

66.0 

Conclusion. Although BNNs have some aspects to be used in, a few challenges and con-
straints remain an open issue for research. For a given task, what is the architecture of BNN we 
should use? In general, all the layers (except the input and output layers) of a BNN are binarized 
CNN layers, and this is a primary source for information loss. The deeper the BNN the more we lose 
information because the performance drop is accumulated from the previous layers. In this paper, we 
conducted a review on the key optimization techniques for BNN (training strategies, binarization 
methods, increasing representation capacity) and a review of the application and real-life tasks that 
used BNNs to handle object detections. 
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МЕТОДИКА ЭФФЕКТИВНОГО КОМПЬЮТЕРНОГО МОДЕЛИРОВАНИЯ  
УСТРОЙСТВА ИЗМЕРЕНИЯ СВЕТОРАССЕИВАЮЩИХ СВОЙСТВ  
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Университет ИТМО, Санкт-Петербург, Россия  
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Аннотация. Рассматривается проблема компьютерного моделирования оптической системы со светорас-
сеивающими элементами. Корректное моделирование устройств с такими элементами требует выполнения дли-
тельных световых расчетов с использованием стохастических трассировщиков лучей. Представлен подход к 
эффективному моделированию подобных установок на примере запатентованного устройства, предназначенно-
го для измерения двунаправленной функции рассеяния, которая используется для описания светорассеивающих 
свойств. Предложена реалистичная компьютерная модель устройства, позволяющая произвести расчет допусков 
на отклонения в позиционировании наиболее критически важных блоков устройства и произведена оценка точ-
ности измерений с учетом допусков. Результаты моделирования измерений двунаправленных функций пред-
ставлены в форме графиков и синтезированных изображений.  

Ключевые слова: компьютерное моделирование, двунаправленная функция рассеяния, двунаправленная 
функция отражения, двунаправленная функция пропускания  
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Abstract. The problem of computer simulation of an optical system with light scattering elements is considered. 

Correctly modeling devices with such elements requires lengthy light calculations using stochastic ray tracers. An ap-
proach to efficient modeling of such installations is presented using the example of a patented device designed to meas-
ure the bidirectional scattering function, which is used to describe light scattering properties. A realistic computer model 
of such a device is proposed, which makes it possible to calculate tolerances for deviations in the positioning of the most 
critical device blocks, and an assessment of the accuracy of its measurements is carried out. Results of measurement 
simulations of bidirectional functions are presented in the form of graphs and synthesized images. 

Keywords: computer simulation, bidirectional scattering distribution function, bidirectional reflectance distribution 
function, bidirectional transmittance distribution function  
Acknowledgments: this work was supported by the Russian Science Foundation, grant No. 22-11-00145. 

                                                 
* © Соколов В. Г., Потемин И. С., Жданов Д. Д., 2023 



 Методика эффективного компьютерного моделирования  937 

JOURNAL OF INSTRUMENT ENGINEERING. 2023. Vol. 66, N 11                                                    ИЗВ. ВУЗОВ. ПРИБОРОСТРОЕНИЕ. 2023. Т. 66, № 11 

For citation: Sokolov V. G., Potemin I. S., Zhdanov D. D. Methodology for effective computer modeling of a device for 
measuring light scattering properties. Journal of Instrument Engineering. 2023. Vol. 66, N 11. P. 936—949 (in Russian). 
DOI: 10.17586/0021-3454-2023-66-11-936-949. 

 

 
 
Введение. Двунаправленная функция рассеяния (ДФР) является одним из основных спосо-

бов задания оптических свойств светорассеивающих объектов, таких как поверхности с микро-
шероховатостями, диффузные пленки, покрытия с объемными микроструктурами (краски, черни-
ла) и др. [1—4]. Способ ее получения — оптические измерения. На современном рынке представ-
лено множество различных установок для измерения ДФР [5—11]. Кроме того, в настоящее вре-
мя активно ведется их разработка, что обусловливает важность виртуального прототипирования 
подобных измерительных устройств, необходимого для определения параметров их компонентов, 
расчета допусков и оценки точности измерений, которая может быть достигнута для проектируе-
мой схемы. Двунаправленная функция рассеяния описывает угловое распределение света, рас-
сеянного образцом, в зависимости от направления наблюдения и в общем случае должна быть 
определена во всем угловом пространстве освещения и наблюдения с учетом спектрального пре-
образования светового излучения. Иными словами, ДФР является многомерной функцией, тре-
бующей длительных расчетов для ее полного определения. Рассеивающие образцы могут иметь 
различные свойства, от близких к диффузным до зеркальных, и в случае последних требуется 
очень высокое угловое разрешение фотоприемного блока установки для измерений ДФР. Такие 
модели имеют низкую эффективность, так как приемниками устройства регистрируется лишь ма-
лая часть рассеянного светового потока по отношению к общему световому потоку, излучаемому 
источником света устройства. С другой стороны, оценка допусков на отклонения элементов уст-
ройства требует многочисленных расчетов при определении взаимного влияния множества пара-
метров различных блоков устройства. Следует учитывать также, что для оптических расчетов 
систем с рассеивающими элементами применяются довольно медленные методы стохастической 
трассировки лучей. Все перечисленные проблемы крайне усложняют эффективное виртуальное 
прототипирование подобных устройств. В настоящей статье представлен подход к эффективному 
моделированию подобных установок на примере оптической схемы запатентованного высоко-
точного устройства для измерения ДФР [12]. 

Измерительная установка. Установка, оптическая схема которой представлена на рис. 1, 
содержит следующие основные элементы: блок образца 1, осветительный блок 2, коррекци-
онный блок 3, блок поворотных зеркал 4 и приемный блок 5. 
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Блок образца 1 используется для точного позиционирования измеряемого образца в 
пространстве, а также обеспечивает модификацию азимутального направления освещения 
образца с помощью вращения вокруг вертикальной оси. Основная функция осветительного 
блока 2 — освещение измеряемого образца монохромным пучком, близким к параллельному. 
Белый свет, излучаемый источником света, проецируется с помощью рефлектора сфериче-
ской формы и входного линзового конденсора на входную щель монохроматора. Свет, излу-
чаемый выходной щелью монохроматора в узком спектральном интервале, проходя через 
блок поворотных зеркал, проецируется на образец. Блок поворотных зеркал 4, вращающийся 
вокруг оптической оси осветительного блока, позволяет изменять полярный угол направле-
ния освещения образца. Приемный блок 5, предназначенный для детектирования рассеянного 
образцом света, состоит из набора фотоприемных узлов, размещенных на дуге в четверть ок-
ружности, которые и детектируют рассеянный свет. Для обеспечения детектирования рассе-
янного света в угловом пространстве дуга с фотоприемными узлами имеет возможность ази-
мутального вращения вокруг вертикальной оси. Для повышения углового разрешения изме-
рений дуга с фотоприемными узлами может вращаться (качаться) в полярном направлении в 
пределах углового шага между соседними фотоприемными узлами.  

Оптическая схема прибора предусматривает дополнительный контроль флуктуаций све-
тового потока, излученного источником света, с помощью коррекционного блока 3. Для 
обеспечения этой функциональности часть света, излучаемого осветительным блоком, пере-
направляется с помощью светоделителя 6 в коррекционный блок. Отметим, что при модели-
ровании коррекционный блок не рассматривается вообще, так как для компьютерной модели 
не существует проблемы флуктуаций излучения светового потока источником света. Блок фо-
топриемного узла, оборудованный фокусирующей линзой, диафрагмой с переменным диа-
метром и фотодиодом, позволяет детектировать свет с высоким угловым разрешением в пре-
делах от 0,5 до 2,5.  

Для лучшего понимания работы устройства далее рассмотрена динамика функциониро-
вания его отдельных блоков (рис. 2). 
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Рис. 2 

На рис. 2, а показана оптическая схема устройства в статике с некоторым исходным 
положением всех подвижных узлов и трассировкой лучей. Полярное вращение дуги фото-
приемника (рис. 2, б) запускается для измерений с высоким угловым разрешением, когда 
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свойства образцов близки к зеркальным. На следующем шаге (рис. 2, в) осуществляется 
азимутальный поворот фотоприемников вокруг вертикальной оси для охвата измерениями 
всего углового пространства. При измерениях образца с изотропным рассеянием диапазон 
изменения угла  составляет 0…180, а при измерениях анизотропных образцов диапазон 
расширяется до 360. Следующие два поворота предназначены для изменения направления 
освещения. На рис. 2, г показан поворот блока образца вокруг вертикальной оси на угол , 
диапазон этого поворота, необходимого только при измерении анизотропных образцов, со-
ставляет 0…360. Вращение зеркального блока, задающее полярный угол освещения , 
представлено на рис. 2, д. При измерении двунаправленной функции отражения (ДФО) угол 
 изменяется в диапазоне 0…90, а при измерении двунаправленной функции пропускания 
(ДФП) — в диапазоне 90…180. Завершающий этап схемы измерения — изменение длины 
волны монохроматором (рис. 2, е), длина волны изменяется в видимом диапазоне от 380 до 
710 нм. 

Для вычисления ДФР согласно приведенной схеме измерений во всем угловом про-
странстве освещения и наблюдения и широком диапазоне длин волн видимой части спектра 
необходимо выполнить, как было указано, огромное количество вычислений. Все связанные с 
этим проблемы были учтены в процессе построения компьютерной модели, представленной 
далее. 

Оптическая схема компьютерной модели. Для оптического моделирования устройств 
со светорассеивающими элементами используются достаточно сложные и малоэффективные 
алгоритмы стохастической трассировки лучей. Некоторые проблемы, связанные с моделиро-
ванием подобных устройств, изучались на компьютерных моделях реальных измерительных 
систем: например, в [13, 14] содержатся рекомендации по выбору оптимальных трассиров-
щиков лучей и введению обоснованных упрощений, которые могут быть использованы при 
разработке компьютерной модели без внесения значительных погрешностей, влияющих на 
точность и достоверность результатов моделирования. Эти рекомендации были использованы 
при разработке компьютерной модели измерительной установки. Принципиальная оптиче-
ская схема установки для измерений ДФР представлена на рис. 3 (все размеры на рисунке 
приведены в миллиметрах). Компьютерная модель включает все основные блоки устройства, 
а именно блок образца, осветительный и приемный блоки, блок поворотных зеркал. 
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Блок образца представлен в упрощенном виде несколькими элементами: однослойной 
плоской поверхностью с двумя прямоугольными рамками, расположенными над и под образ-
цом с квадратными отверстиями. Плоскость используется в качестве образца, рассеивающие 
свойства которого и необходимо промоделировать с помощью компьютерной модели,  
а прямоугольные рамки моделируют элементы фиксации образца. Образец в модели можно 
повернуть вокруг вертикальной оси на угол  для изменения азимута направления освещения, 
что необходимо при измерении анизотропных образцов. 

Блок поворотных зеркал моделируется простым набором трех квадратных плоских по-
верхностей с зеркальными свойствами (зеркала 1, 2, 3 на рис. 3). Зеркала поворотного блока 
неподвижны относительно друг друга, но сам блок может поворачиваться на угол  вокруг 
оси, образованной нижней стороной квадрата, содержащего образец и зеркало 1, и совпа-
дающей с оптической осью осветительного блока. Этот поворот обеспечивает плавное ли-
нейное изменение полярного угла падения света на образец. Коэффициент отражения зеркал 
был установлен равным 95 %, что соответствует стандартным отражающим покрытиям, при-
меняемым в оптическом приборостроении. 

Осветительный блок представлен источником света, рефлектором сферической фор-
мы, входным конденсором, монохроматором и выходным конденсором. В качестве источ-
ника света выбрана модель ксеноновой лампы [15]. Модель лампы представлена с помо-
щью стеклянной колбы, патронов и основного объекта (эффективного размера дуги) — са-
мосветящегося цилиндрического тела радиусом 0,5 мм и длиной 2,2 мм. Спектрограмма из-
лучения и световой поток заданы в соответствии со спецификацией, предоставленной про-
изводителем реальной лампы. Ламповый рефлектор имеет сферическую форму с центром 
кривизны, помещенным в центр светящейся дуги лампы. Рабочая поверхность рефлектора 
имеет коэффициент зеркального отражения, равный 95 %. Для ускорения расчета все линзы 
в модели представлены идеальными линзами. Моделируемое устройство не относится к 
классу изображающей оптики, поэтому не нуждается в точном воспроизведении реального 
изображения. 

В качестве монохроматора в устройстве используется готовое изделие — минимоно-
хроматор с дифракционной решеткой [16]. Реальное моделирование такого прибора с уче-
том волновых эффектов является экстремально сложной задачей, поэтому здесь также ис-
пользуется упрощенная модель с непрозрачной диафрагмой прямоугольной формы, размер 
которой совпадает с входной/выходной щелью реального монохроматора. Прямоугольная 
щель моделируется прозрачной поверхностью, спектральный интервал пропускания кото-
рой может варьироваться произвольно. Для ускорения расчета этот интервал в моделирова-
нии совпадает со всем видимым диапазоном, равным 380…710 нм, т.е. все длины волн рас-
считываются одновременно, так как используемый трассировщик лучей имеет такую воз-
можность. 

Модель приемного блока была разработана в двух вариантах: более близком к  
„реальному“ и упрощенном. В „реальном“ варианте блоки фотоприемников (рис. 4, а) со-
стоят из идеальных фокусирующих линз 1, оправы 2, диафрагмы 3 с переменным диамет-
ром и детектора светового потока 4. Детекторы распределены по дуге окружности, как и в 
реальной схеме устройства, их количество задается сеткой полярных углов, имеется до-
полнительная возможность их полярного вращения и азимутального вращения вокруг 
вертикальной оси. 
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Рис. 4 

Однако моделирование измерений ДФР во всем угловом пространстве на основе такой 
„реальной“ модели приемного блока с последовательными азимутальными поворотами и по-
лярными сдвигами в случае использования высокого разрешения крайне малоэффективно. 
Вследствие этого „реальная“ модель приемного блока использовалась только для тестирова-
ния. Для моделирования ДФР, определенной на полной и детальной угловой сетке, был соз-
дан второй упрощенный вариант модели приемного блока (рис. 4, б). В этом варианте прием-
ный блок представлен набором виртуальных детекторов круглой формы диаметром 5 мм и 
переменным угловым разрешением в пределах 0,5…2,5°, соответствующим входной специ-
фикации моделируемого устройства. Детекторы не влияют на распространение света в систе-
ме и могут быть установлены в любом количестве с произвольным угловым шагом как в ази-
мутальном, так и в полярном направлении, их пересечение также не влияет на распростране-
ние рассеянного света; таким образом, все направления наблюдения, используемые при изме-
рениях, можно вычислить одновременно. Такой подход возможен только при использовании 
прямых трассировщиков лучей, не зависящих от наблюдателя (камеры) [18]. 

Методика вычисления ДФР в компьютерной модели. При известных яркостях изме-
ряемого образца и эталона (образца с известной ДФР) для заданных направлений освещения, 
наблюдения и длины волны [18] ДФР может быть определена в соответствии с формулой 
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где  , ,K i o  — коэффициент яркости для данных направлений освещения и наблюдения, 

определяемых векторами i  и o  соответственно, и данной длины волны , а угловое и спек-
тральное распределение коэффициента яркости и будет определять ДФР;  sample , ,L i o , 

 etalon , ,L i o  — яркости (или световые потоки) образца и эталона, измеренные при одинако-

вых условиях наблюдения и освещения; etalonK  — известный коэффициент яркости эталона.  

Как правило, в качестве эталона используется образец с рассеивающими свойствами, 
близкими к идеальным равномерным по всем направлениям наблюдения, ДФР которого из-
вестна. При компьютерном моделировании можно использовать просто идеальные ламбер-
товские свойства с единичным коэффициентом яркости для всех длин волн и направлений 
наблюдения и освещения. 

Для ускорения процесса вычислений ДФР при компьютерном моделировании важно 
выбрать оптимальный метод светового расчета. Следует отметить, что в настоящее время су-
ществует достаточно много эффективных методов, разработанных для расчета светорассеяния, 
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однако в большинстве из них используются гибридные формы прямой (от источника света) и 
обратной (от наблюдателя, камеры) трассировки лучей. Методы обратной трассировки не по-
зволяют производить вычисления для нескольких направлений наблюдения одновременно. 
Вследствие этого был выбран достаточно простой и известный метод прямой стохастической 
трассировки лучей Монте-Карло, который позволяет рассчитывать неограниченное число 
виртуальных детекторов (см. рис. 4, б) и доступен в программном комплексе Lumicept [19], 
используемом для моделирования в данной работе. 

Еще одной задачей при расчете ДФР является приведение системы координат, в кото-
рой определена эта функция, к требуемому типу. В компьютерной модели положение детек-
тора определяется в обычной геоцентрической системе координат, где направление наблюде-
ния задается двумя углами: азимутальным  и полярным . Однако при использовании 
Lumicept [20] ДФР вычисляется в более сложной системе координат, как показано на рис. 5, 
где ДФР определяется относительно зеркально отраженного луча в случае ДФО и прелом-
ленного луча в случае ДФП, направление наблюдения задается углами  и . Угол  — это 
угол между направлением зеркального отражения r и направлением наблюдения о, а угол  
определяет поворот направления наблюдения вокруг направления зеркального отражения. 
Таким образом, данные, рассчитанные в исходной геоцентрической системе координат ком-
пьютерной модели (углы , ), должны быть преобразованы в , , . 
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o









Образец 

z 
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N 

 
Рис. 5 

По рис. 5 можно определить углы ,  при известных ( xo , , y zo o ) ортах вектора на-

блюдения o  по следующей формуле: 

  
2 2

 arctg2 ; arccos
x y

x y

o o
o o

       
 

o
. (2) 

Орты вектора o  легко вывести для случая нормального освещения образца под углом  
 = 0: 
 cos ; sinx yo o    sin ; sin coszo    . (3) 

Выполнив поворот на требуемый угол , можно получить значения ортов вектора на-
блюдения o  для общего случая с ненулевым : 

 

cos 0 sin

0 1 0  

sin 0 cos

x x

y y

z z

o o

o o

o o

     
        
  

 
 
 
     

. (4) 



 Методика эффективного компьютерного моделирования  943 

JOURNAL OF INSTRUMENT ENGINEERING. 2023. Vol. 66, N 11                                                    ИЗВ. ВУЗОВ. ПРИБОРОСТРОЕНИЕ. 2023. Т. 66, № 11 

По формулам (2) и (4) можно определить углы  и  как функции от ,  и  и привести 
расчетную ДФР к требуемой угловой сетке. Общий алгоритм расчета ДФР в компьютерной 
модели представлен на рис. 6. 

Входные данные:

1. Свойства образца
2. Сетка углов падения (), ДФО или ДФП
3. Сетка углов вращения дуги фотодиодов (, )
4. Сетка выходных углов наблюдения (, )
5. Параметры фотодетекторов (угловое поле зрения и т.д.)

Выбор источника измерений: 
эталон (вначале), образец

Спецификация угла падения 

Монте-Карло-трассировка лучей для 
определения света, рассеянного эталоном 

или образцом

Все углы  рассчитаны

Эталон и образец 
рассчитаны

Да

Нет

Нет

Да

Расчет ДФР в исходной сетке (, )

Конверсия ДФР к выходной 
(, ) угловой сетке

Вывод ДФР-файла
 

Рис. 6 
Для расчета ДФР на поверхности образца задаются исследуемые свойства рассеяния. 

Кроме того, задаются сетка углов падения света  для определения условий освещения об-
разца, сетка углов , , определяющая полный набор положений виртуальных детекторов, и 
сетка выходных углов , . Сначала задаются свойства диффузного эталона (ДФР) с единич-
ным коэффициентом яркости. Положение зеркального блока задается по начальному углу ,  
а положение детекторов — по сеткам углов  и . Затем выполняется расчет световых потоков, 
создаваемых рассеянным светом на детекторах, с помощью трассировки лучей методом Монте-
Карло. Расчеты повторяются для всех углов  с соответствующим поворотом зеркального узла. 
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После выполнения всех расчетов для эталона та же процедура повторяется для рассеивающих 
свойств исследуемого образца. Далее эти световые потоки пересчитываются в распределение 
коэффициента яркости по формуле (1) с последующим преобразованием к сетке углов , ,  
с помощью формул (2)—(4) и сохранением в файл с ДФР. 

Оптимизация компьютерной модели для расчета допусков. Устройство, предназна-
ченное для измерения ДФР, содержит много подвижных элементов, отклонение параметров 
которых может существенно влиять на точность измерений. Оценка допусков в таком уст-
ройстве предполагает выполнение многочисленных расчетов. Для решения проблемы уско-
рения вычислений использована декомпозиция модели, основная идея которой — разделение 
модели на две части: осветительный блок и остальные элементы. Основными выходными ха-
рактеристиками осветительного блока (рис. 7) являются значение освещенности и равномер-
ность освещения, создаваемого на поверхности образца, и угловая расходимость пучка осве-
щения.Угловая расходимость пучка определяется в большей степени расстоянием между вы-
ходным зрачком осветительного блока и поверхностью образца, повлиять на это расстояние 
без кардинального изменения схемы прибора практически невозможно.  

Угловые и пространственные отклонения осветительного блока представлены на рис. 8. 
 

Осветительный блок 

Пятно освещения на образце 

Угловая 
расходимость 

 
Рис. 7 

 

Продольный сдвиг

Сагиттальное угловое отклонение

Меридиональное угловое отклонение

Меридиональные 
и сагиттальные поперечные 

сдвиги

 
Рис. 8 

Подобные отклонения в позиционировании можно выделить и для отдельных элемен-
тов осветительного блока: конденсоров, лампы, лампового рефлектора, все эти отклонения 
использовались при оценке допусков. Допуски для элементов осветительного блока рассчи-
тывались исходя из условия, что световой поток, падающий на образец, расположен в его 
центре и имеет размеры не менее 55 мм, не отличающиеся более чем на 5—10 % от значе-
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ния, рассчитанного для нулевых отклонений. Расчет допусков выполнялся по стандартному 
алгоритму. Допустимые угловые и пространственные отклонения (только минимальные зна-
чения) представлены в табл. 1. В основном эти отклонения относятся к позиционированию 
лампового рефлектора, всего осветительного блока и выходного конденсатора. Допуски для 
других элементов более грубые.  

   Таблица 1 

Устройство 
Угловые  

отклонения, … 
Пространственные  

отклонения, мм 
Осветительный блок 0,05 0,025 
Остальные элементы 0,05 0,1 

В дальнейших расчетах для ускорения вычислений при моделировании всего устройст-
ва осветительный блок подсветки был заменен на лучевой источник света („Rayset“ в терми-
нологии Lumicept [20]). Этот источник воспроизводит полностью угловое и пространствен-
ное распределение света, излучаемое осветительным блоком, и представляет собой набор лу-
чей, записанных на выходе осветительного блока (выходном конденсоре). Запись лучей про-
изводится при наихудшем сочетании отклонений элементов осветительного блока. При ис-
пользовании лучевого источника света трассировка лучей стартует от выходного конденсора, 
а не от источника света, что многократно ускоряет процесс вычислений при сохранении кор-
ректности моделирования устройства в целом. Для примера, вычисление одной ДФР в исход-
ной модели с „реальной“ моделью фотоприемников (см. рис. 4, а) и полной трассировкой лу-
чей от источника света (без замены осветительного блока на лучевой источник света) занима-
ет на достаточно мощном компьютере с процессором „AMD EPYC 7281 16-Core Processor, 
2100 Mhz, 16 Core(s), 16 Logical Processor(s)“ около недели, а в финальной компьютерной мо-
дели, представленной на рис. 9, — около 1 мин. 

 
Рис. 9 

Аналогично угловым и пространственным отклонениям осветительного блока (см. рис. 8) 
подобные отклонения были выделены в позиционировании других элементов устройства: об-
разца, поворотного блока зеркал, дуги с фотоприемными узлами приемного блока и отдельно 
фотоприемных узлов. При расчете допусков вместо освещенности образца использовалось 
отклонение между теоретической и моделированной ДФР. В качестве теоретической ДФР 
было выбрано гауссовское распределение с угловой шириной 2 (эта функция рассматривает-
ся далее), а отклонение между теоретической и моделируемой ДФР вычислялось как относи-
тельное среднеквадратическое отклонение, определяемое формулой 

Виртуальные  
приемники света 

Лучевой источник 
света 

Блок 
поворотных  

зеркал 

Образец с ДФР
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 
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0,5
RMSE 100 %
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n

 
    


, (5) 

где siL  — значение ДФР (коэффициента яркости), вычисленное с помощью компьютерной 

модели; tiL — значение теоретической ДФР, индекс „i“ определяет направление наблюдения 

и освещения; n — общее количество значений коэффициента яркости в ДФР для всех комби-
наций направлений наблюдения и освещения; при расчете ДФР использовался 5%-ный порог, 
который не должен превышать RMSE . 

Допуски на угловые и пространственные сдвиги элементов блока образца, блока пово-
ротных зеркал, дуги с фотоприемниками также представлены в табл. 1. Как и в случае с осве-
тительным блоком, здесь представлены только наиболее жесткие отклонения, критичные для 
некоторых элементов устройства типа зеркал поворотного блока. Оценка точности устройст-
ва производилась с учетом допусков — при худшей комбинации отклонений параметров уст-
ройства в целом. 

Результаты моделирования. Для оценки точности устройства с помощью разработан-
ной компьютерной модели, как и в случае оценки допусков, было выбрано распределение  
Гаусса: 

 
2

expoI I
        







, 

где  — угловая ширина (угол, при котором сила света I  уменьшается вдвое по отношению к 
силе света oI  в зеркальном направлении).  

Для исследования были выбраны два варианта гауссовой ДФО с угловой шириной 2 и 15. 
Первый вариант функции соответствует зеркальным рассеивающим свойствам, второй вариант 
представляет более диффузные свойства. Результаты моделирования приведены на рис. 10:  
а, б — сравнительные графики ДФО, полученных в результате моделирования, и их теорети-
ческих аналогов.  

 
Рис. 10 
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Все расчеты проводились для минимального углового поля зрения фотоприемного узла, 
равного 0,5. На графиках показано распределение коэффициента яркости, приведенное для 
трех углов освещения  = 0, 30, 60 в плоскости падения света (их максимумы смещены вдоль 
оси абсцисс). На рис. 10, в, г представлены изображения, предназначенные для визуального 
сравнения, — они синтезированы для сферы со свойствами ДФР (теоретическими и смодели-
рованными), помещенной в куб с шахматными гранями и освещенной прямоугольным источ-
ником света. Численные результаты сравнения в форме среднеквадратического отклонения, 
вычисленного по формуле (5), представлены в табл. 2. 

           Таблица 2 
Угол  

освещения , … 
RMSE, %, при 

 = 2  = 15 
0 4,79 0,37 

30 4,21 0,56 
60 3,85 0,74 

Как показывает анализ рис. 10, графики моделированных ДФО практически совпадают 
с теоретическими, те же выводы можно сделать по визуальному сравнению синтезированных 
изображений. 

Отклонение между моделированной и теоретической ДФР не превышает порог в 5 % 
даже для сложной узконаправленной ДФO. 

Заключение. Устройства измерений двунаправленных функций рассеяния чрезвычайно 
не эффективны с точки зрения светового моделирования вследствие малых угловых и про-
странственных апертур приемников света. Представленные в статье методы компьютерного 
моделирования, такие как одновременный расчет множества детекторов света, прямая трас-
сировка лучей методом Монте-Карло, декомпозиция модели с отдельным расчетом освети-
тельного блока и его последующей заменой лучевым источником света, позволяют сущест-
венно (более чем в 100 раз) ускорить оптические вычисления, необходимые для расчета до-
пусков и анализа точности исследуемого устройства. 
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ВЫЧИСЛИТЕЛЬНЫЕ СИСТЕМЫ И ИХ ЭЛЕМЕНТЫ  

COMPUTING SYSTEMS AND THEIR ELEMENTS 
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АРИФМЕТИЧЕСКИЙ ВЫЧИСЛИТЕЛЬ  
НА ЭЛЕМЕНТАХ НЕЙРОННОЙ ЛОГИКИ  

В. С. ТИТОВ, С. С. ШЕВЕЛЕВ*  

Юго-Западный государственный университет, Курск, Россия  
*schewelew@mail.ru 

Аннотация. Представлен арифметический вычислитель, выполняющий операции сложения и вычитания 
чисел в формате с фиксированной запятой в прямом коде и построенный на элементах нейронной логики. 
Арифметические операции суммирования или вычитания выполняются при анализе кода операции и знаковых 
цифр чисел. Если сумма знаковых разрядов двоичных чисел и кода операции равна нулю, то выполняется опе-
рация суммирования, в противном случае — вычитание. При суммировании определяется перенос из младших 
разрядов в старшие, при вычитании вычисляется заем из старших разрядов в младшие. Предложенное 
устройство обладает повышенной скоростью вычислений, а использование нейроподобных элементов 
позволяет снизить аппаратную сложность. 

Ключевые слова: вычислительный модуль, логическая схема, микропроцессор, нейронные логические 
элементы, система коммутации, суммирование, вычитание 
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ARITHMETIC CALCULATOR BASED ON NEURAL LOGIC ELEMENTS 
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Abstract. An arithmetic calculator that performs addition and subtraction operations with numbers in a fixed-point 

format in direct code and is built on elements of neural logic, is presented. Arithmetic operations of summation or sub-
traction are performed by analyzing the operation code and signed digits of numbers. If the sum of the sign bits of binary 
numbers and the operation code is equal to zero, then the summation operation is performed, otherwise - subtraction. 
When summing, the transfer from low to high digits is determined; when subtracting, a loan from high to low digits is cal-
culated. The proposed device has increased computing speed, and the use of neural-like elements allows reducing 
hardware complexity.  

Keywords: computing modules, logic circuits, microprocessors, neural logic elements, switching system, summa-
tion, subtraction 

For citation: Titov V. S., Shevelev S. S. Arithmetic calculator based on neural logic elements. Journal of Instrument En-
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Многопроцессорные вычислительные системы с программируемой архитектурой могут 

быть созданы на базе логических интегральных схем FPGA высокой степени интеграции  
[1, 2]. Вычислительные комплексы обеспечивают параллелизм и распределение управляю-

                                                 
* © Титов В. С., Шевелев С. С., 2023 
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щих процессоров, доступ к данным и их обработку, децентрализованное управление систе-
мой и асинхронное взаимодействие процессоров и модулей [3—5]. Специализированные вы-
числительные модули дополняются универсальными процессорами для ускоренного выпол-
нения задач обработки символьной информации: 1 1( )P Q  , 2 2( )P Q  , …, ( )n nP Q  : 

применяя конечный упорядоченный набор формул подстановки вхождений к обрабатывае-
мому слову, упорядочиваем данные 1 2 ... na a a     , также выполняется распределение ресур-

сов между локализованными центрами # # # #h q d k m t x s k p r gX PC X PC X PC Y CM Y CM Y CM  [6]. 

Специализированные модули ориентированы на ускоренное выполнение конкретных 
функций, что позволяет значительно повысить эффективную производительность при реше-
нии только определенных задач. Микропроцессоры ориентированы на выполнение сложных 
последовательностей логических операций — инверсии, конъюнкции, дизъюнкции, исклю-
чающего ИЛИ, эквивалентности; математические микропроцессоры предназначены для по-
вышения производительности при выполнении арифметических операций — суммирования, 
вычитания, произведения, деления с фиксированной запятой и в формате с плавающей запя-
той. Эти специальные схемы способны обеспечить высокую производительность [7, 8].  

В настоящей статье представлен разработанный арифметический вычислитель, выполняю-
щий основные математические операции и построенный на элементах нейронной логики [9]. 

Нейроподобные структуры работают с высокой надежностью, что не приводит к избы-
точным затратам на оборудование. Сумма одноразрядных двоичных чисел и перенос в стар-
ший разряд, а также разность и заем из старшего разряда при вычитании определяются на 
элементах функциональной схемы [10, 11]. Арифметические операции выполняются в пря-
мых кодах пр.к пр.к пр.к ,S A B   пр.к пр.к пр.к.R A B   Вычитание чисел выполняется в два цикла 

работы устройства, сложение — в один цикл. Выход из строя большого количества элементов 
нейронной сети не приводит к сбоям в работе всей структуры [12—14].  

Полный одноразрядный сумматор предназначен для сложения трех одноразрядных дво-
ичных чисел. Устройство имеет три входа — двоичные разряды iA , iB  и результат переноса 

1iP  предыдущего сумматора, и два выхода — результат сложения iS  и сигнал переноса iP  в 

старший разряд . Сумма iS  чисел определяется по формуле 

1 1 1 1 1i i i i i i i i i i i i i i i iS P A B V P A B V P A B V P A B P A B        . 

Перенос Pi из младшего разряда в старший при сложении чисел определяется как 

1 1i i i i i i iP A B V P A V P B  . 

Полный одноразрядный вычитатель вычисляет разность двоичных чисел; входные дан-
ные — заем 1iZ   из младшего разряда, уменьшаемое iA , вычитаемое iB ; выходные данные — 

разность iR  чисел, заем iZ , полученный в i-м разряде. Разность чисел iR  определяется формулой 

1 1 1 1 1i i i i i i i i i i i i i i i iR Z A B VZ A B V Z A B V Z A B Z A B        , 

заем iZ  из старшего разряда в младший — формулой 

1 1i i i i i i iZ A B V Z A V Z B  . 

Арифметические операции в рассматриваемом устройстве выполняются в прямых кодах. 
Микрооперации  1 2, }R R R  выполняются в блоке арифметических вычислений S : суммиро-

вание 1 2 1 0
1 1 1 2 2 1 1 0 0

1

( ) ( ) ( ) ... ( ) ( )
n

n n
i i n n n n

i

R y a b a b p a b p a b p a b p 
   


            и вы-

читание 1 2 1 0
2 1 1 2 2 1 1 0 0

1
( ) ( ) ( ) ... ( ) ( )

n
n n

i i n n n n
i

R y V a b a b p a b p a b p a b p 
   


              
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в формате с фиксированной запятой. Операции сложения и вычитания могут быть представле-
ны в виде совокупности нелинейных унарных операций и операций суммирования (табл. 1). 
Входные сигналы A  и B  суммирующего преобразователя распределяются в соответствии с 

законами 1 2( ), ( )A Bf f   и их взаимной корреляционной функцией — ( ).ABQ   Необходимо 

оценить дифференциальный закон распределения выходного сигнала ( ).Yf y  
          Таблица 1 

Бинарные 
операции 

Каноническое представление 

A>0, B<0 
при любых A и B из области 

определения 
S=A+B S=A+B S=A+B 

S=A–B 
Z = –B 
S=A+Z 

Z = –B 
S=A+Z 

Интегральный закон распределения определяется как ( ) ( ) ( ).YF y P Y y P A B y       

Обозначим через { , }yC A B  область значений A  и B , удовлетворяющих условию 

1 2 y    , т.е. 1 2 1 2{ , } { , : },yC A B A B y y          тогда интегральный закон распре-

деления имеет вид  

1 2 1 2( ) ( , ) ,y
C y

F y f d d       

откуда  
2

1 2 2 1( ) ( , )
y

yF y f d d



 

 
     
  

   или 
1

1 2 1 2( ) ( , )
y

yF y f d d



 

 
     
  

  . 

Дифференцируя эти формулы, находим  

1 1 1( ) ( , )Y Xf y f y d




     и 2 2 2( ) ( , ) .Y Xf y f y d




      

Двумерная плотность вероятности может быть представлена как  

1 2 1 2 1( , ) ( ) ( )X A Bf f f      , 

где B  — условный дифференциальный закон распределения при заданном 1.   

Для приближенного определения 2 1( )Bf   составим уравнение линейной регрессии  

1 1

2
1 ост( ), (1 ),B

B B AB B AB
A

D
m m r m D D r

D         

где 
1Bm   — математическое ожидание закона распределения B  при заданном 1 ; Bm  — 

безусловное математическое ожидание закона распределения B ; AD  — дисперсия; BD  — 

дисперсия закона распределения B ; остD  — остаточная дисперсия B ; AB
AB

A B

R
r

D D
  — ко-

эффициент корреляции A и B .  
Сумма независимых случайных сигналов определяется по формуле 0ABr  ; находим  

2( ) ( ),B B A Bf f     1 2 1 2( , ) ( ) ( )A A Bf f f     , 1 1 1( ) ( ) ( )Y A Bf y f f y d




      . 

Получены результаты для независимых случайных сигналов. Закон распределения раз-
ности двух сигналов имеет вид:  

1 1 1( ) ( ),Z Bf Z f Z   
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1
1 1 12 2 2 2

1 1
( ) ( ) ( ) 1

1 1 1 1

AB B
Y A B A B

AAB AB AB AB

y r D
f y f f m m d

Dr r r r





                     
 . 

Разработан специализированный модуль вычислительной системы с параллельной схе-
мой на элементах нейронной логики. 

Блок ввода чисел используется для преобразования входных данных в двоичные коды 
А10 → А2, В10 → В2 и для вычисления арифметической операции суммирования или вычита-
ния (СВ). Он содержит шифратор (ШФ) и сумматоры по модулю два (рис. 1). Двоичные коды 
первого и второго чисел (ДПЧ, ДВЧ) А2, В2, знаковые разряды ЗнР А, ЗнР В и код операции 
(КОП) формируются на выходе шифратора [9]. 

Выходные функции шифратора ( 1 2 3 4, , ,f f f f ) имеют вид: 

 1 1 3 5 7 9f y V y V y V y V y   в базисе И—НЕ  1 1 3 5 7 9& & & &f y y y y y ; 

2 2 3 6 7f y V y V y V y                                     2 2 3 6 7& & &f y y y y ; 

3 4 5 6 7f y V y V y V y                                     3 4 5 6 7& & &f y y y y ; 

4 9 8f y V y                                                    4 9 8&f y y . 

 ЗнР В

ЗнР А

ШФ 

ДПЧ ДВЧ 

КОП

СВ 

СВ 
V 

–1 

+2 

–1 

+1 –1 

+2 

–1 

+1 

 
Рис. 1 

Промежуточный результат операции равен 
СВ ЗнР КОПB    

и окончательно получаем 
СВ СВ ЗнР А  . 

На входы каждой схемы сумматора-вычитателя поступают двоичные разряды чисел iA  

и iB , признак операции — сигнал СВ, перенос 1iP  из младших разрядов в старшие и заем 

1iZ   из старших разрядов в младшие. Если сигнал СВ 0,  то ,n nS A B   если СВ 1,  то 

.n nR A B   Знаковые разряды ЗнР А, ЗнР В, сигнал СВ и сигнал заем из знакового разряда 

ЗмЗн Р, который поступает с выхода первого сумматора-вычитателя Сум-Выч1, поступают на 
входы схемы для определения знака результата (рис. 2). Вычислитель Сум-Выч1 выполняет 
арифметические операции со старшими разрядами входных чисел. Сигнал заем из знакового 
разряда ЗмЗн Р определяется при вычитании чисел: если сигнал ЗмЗн Р = 0, то ,n nA B  в 

этом случае разность n nR A B  ; если сигнал ЗмЗн Р = 1, то ,n nA B  в этом случае раз-

ность n nR B A  . Для получения разности операндов необходимо поменять местами вход-

ные числа. Информационный сигнал результата РЕЗ является выходным сигналом блока. 
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Рис. 2 

Нейроподобный элемент вычисляет сумму iS  и разность iR  входных двоичных разря-

дов; пороговый элемент вычисляет перенос iP  из младшего разряда в старший при суммиро-

вании и заем iZ  из старшего разряда в младший при вычитания, что и демонстрирует функ-

циональная схема сумматора-вычитателя на нейроподобных элементах (рис. 3), а результат 
его работы представлен в табл. 2.  

 
Рис. 3  

 Таблица 2  

1 1/i iP Z   А В РЕЗi iP  iZ  

0 0 0 0 0 0 
0 0 1 1 0 1 
0 1 0 1 0 0 
0 1 1 0 1 0 
1 0 0 1 0 1 
1 0 1 0 1 1 
1 1 0 0 1 0 
1 1 1 1 1 1 

Сумма iS  и разность iR  двоичных разрядов вычисляются как 

1 1/ ( / )i i i i i iS R P Z A B    . 

При суммировании перенос iP  из младшего разряда в старший и заем iZ  из старшего 

разряда в младший вычисляются по формулам 

1 1

1 1

/ ( / ) / 2 1,

/ ( / ) / 2 0.
i i i i i i i i

i i i i i i i i

P Z A B СВ P Z A B

P Z A B СВ P Z A B
 

 

      
      
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На рис. 4 представлена структурная схема алгоритма параллельного сумматора-
вычитателя, построенного на элементах нейронной логики. 

 
Рис. 4  

Шаг 1. Начало. 
Шаги 2—3. Вводятся десятичные числа А10 и В10 со своими знаками ЗнР А и ЗнР В. Деся-

тичные числа преобразуются в двоичные: А10 → А2, В10 → В2, ЗнР А →{0,1} и ЗнР В →{0,1}. 
Команды программы:  

Number-
Bin1=NumbersTenToBinary(number1.Text);numberBin2=NumbersTenToBinary(number2.Text);  

Int CB=(numberSign1numberSign2KOP).  

Арифметическая операция суммирования или вычитания определяется по формуле 
СВ:= ЗнР В КОП  ЗнР А. 

Шаги 4—5. Двоичные разряды чисел А2, В2, знаковые разряды двоичных чисел ЗнР А, 
ЗнР В, сигнал операции СВ, сигнал заем из знакового разряда ЗмЗнР поступают на входы 
сумматора-вычитателя и схемы определения знака результата (СОЗР) numberBin1; number-

Bin2; Int CB. Фрагмент программы:  

Начало 

ЗнР А, А10 
ЗнР В, В10 

СВ:= ЗнР ВКОП ЗнР А

Сум-Выч:=Ап
Сум-Выч:=Вп 
Сум-Выч:=СВ 

СОЗР:=ЗнР А
СОЗР:=ЗнР В 

СОЗР:=ЗнР СВ 
СОЗР:=ЗмЗнР 

СВ

ЗмЗнР

РЕЗ:=ДПЧ+ДВЧ
Зн РЕЗ:=ЗнР А 

РЕЗ:=ДПЧ–ДВЧ
Зн РЕЗ:=ЗнР А 

РЕЗ:=ДВЧ–ДПЧ 
Зн РЕЗ:=ЗнР В 

БРгР:=РЕЗ
БРгР:=Зн РЕЗ 

Конец 
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Public static int numberSign1;public static int numberSign2; int KOP; bool 
test; 

Шаг 6. Анализируется сигнал операции суммирования или вычитания СВ: если СВ=0, 
то вычисляется сумма чисел Аn, Вn и осуществляется переход к шагу 7, если СВ=1, то вычис-
ляется разность чисел Аn, Вn. 

Фрагмент программы:  

Int CB=(numberSign1numberSign2KOP); if (CB=0); 
answerBin=Addind(numberBin1, numberBin2); resultSign=numberSign1; 

Шаг 7. Анализируется сигнал заем из знакового разряда ЗмЗнР, который вычисляется 
при вычитании чисел Аn и Вn. Если сигнал ЗмЗнР=0, это означает, что Аn > Вn, в этом случае 
вычисляется разность Аn–Вn и выполняется переход к шагу 9. Если сигнал ЗмЗнР=1, это озна-
чает, что Аn < Вn, в этом случае вычисляется разность Вn–Аn и осуществляется и переход к 
шагу 10. Программные команды:  

Bool test = BinaryComparison(numberBin1, numberBin2); 

Шаг 8. Если СВ=0, то вычисляется сумма чисел РЕЗ:=ДПЧ+ДВЧ. Знаковому разряду ре-
зультата присваивается знаковый разряд первого числа Зн РЕЗ:=ЗнР А; фрагмент программы:  

AnswerBin = Adding(numberBin1, numberBin2); resultSign = numberSign1; 

Шаги 9—10. Выполняется операция вычитания из большего числа по модулю меньшего 
числа. Знаковому разряду результата присваивается знаковый разряд большего числа. Если  
Аn > Вn, то вычисляется разность чисел Аn и Вn, РЕЗ:=ДПЧ–ДВЧ, Зн РЕЗ :=ЗнР А. Если  
Аn < Вn, то вычисляется разность чисел Вn и Аn, РЕЗ:=ДВЧ–ДПЧ, Зн РЕЗ :=ЗнР В. Операторы 
программы:  

Else if(CB==1test) { answerBin = Substraction(numberBin1, numberBin2); 
resultSign= numberSign1} else { answerBin = Substraction(numberBin2), number-
Bin1); resultSign= (numberSign2KOP;} 

Шаг 11. Результат и его знаковый разряд записываются в блок регистра результата (БРг Р); 

Txt.Text = "Ответ в двоичной: "+ answerBin.Insert(0,resultSign+″.″); 

Шаг 12. Конец. 
При суммировании чисел знаковому разряду результата присваивается знаковый разряд 

первого числа Зн РЕЗ:=ЗнР А. При вычитании чисел знаковому разряду результата присваи-
вается знаковый разряд большего числа по модулю. Знаковый разряд результата определяется 
по формуле 

ЗнР РЕЗ = (СВ & ЗмЗнР) & ЗнР (СВ & ЗмЗнР) & ЗнРВV А , 

сигнал суммирования-вычитания СВ — по формуле 

СВ = (ЗнР КОП) ЗнРВ А  . 

Арифметический вычислитель с параллельной схемой на элементах нейронной логики, 
построенный на основе каскадного соединения n полных одноразрядных сумматоров-
вычитателей [15, 16], выполняет арифметические операции сложения и вычитания двоичных 
чисел. Результатом выполнения операций является сумма S  или разность R  двоичных чисел 
(табл. 3) [17].  

Регистр результата содержит некоторое число двоичных триггеров (количество разря-
дов), необходимых для получения результата. По сигналу разрешения на запись двоичные 
биты записываются параллельно в регистр результата [18]. 
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Таблица 3  
Число A10  Число В10  Число A2  Число В2  Код операции W2  W10  

68 29 0,1000100 0,0011101 Суммирование 0,1100001 97 
36 47 0,0100100 0,0101111 Вычитание 1,0001011 –11 

–43 57 1,0101011 0,0111001 Суммирование 0,0001110 14 
–88 –49 1,1011000 1,0110001 Вычитание 1,0100111 –39 
55 –34 0,0110111 1,0100010 Суммирование 0,010101 21 

–29 42 1,0011101 0,0101010 Вычитание 1,1000111 –71 
–87 –16 1,1010111 1,0010000 Суммирование 1,1100111 –103 
65 38 0,1000001 0,0100110 Вычитание 0,0011011 27 

–75 –31 1,1001011 1,0011111 Суммирование 1,1101010 –106 
–68 25 1,1000100 0,0011001 Вычитание 1,1011101 –93 
77 –34 0,1001101 1,0100010 Суммирование 0,0101011 43 

–56 –71 1,0111000 1,1000111 Вычитание 0,0001111 15 
49 32 0,0110001 0,0100000 Суммирование 0,1010001 81 

–61 28 1,0111101 0,0011100 Вычитание 1,1011001 –89 
–43 –22 1,0101011 1,0010110 Суммирование 1,1000001 –65 
51 –10 0,0110011 1,0001010 Вычитание 0,0111101 61 

–29 40 1,0011101 0,0101000 Суммирование 0,0001011 11 
107 89 0,1101011 0,1011001 Вычитание 0,0010010 18 
–54 –33 1,0110110 1,0100001 Суммирование 1,1010111 –87 
21 88 0,0010101 0,1011000 Вычитание 1,1000011 –67 

–102 82 1,1100110 0,1010010 Суммирование 1,0010100 –20 
–94 –101 1,1011110 1,1100101 Вычитание 0,0000111 7 

П р и м е ч а н и е . Индексы „10“ и „2“ при числах А, В и W соответствуют десятичной и двоичной системам 
счисления; W — результат. 

Время выполнения арифметических операций последовательным и параллельным вы-
числителями (Тпосл, Тпар) показано в табл. 4. 
                  Таблица 4  

Число входных 
пар двоичных чисел 

Тпосл, нс Тпар, нс 

0 0 0 
1 1 1 
4 3 2 
8 5 3 

16 8 5 
32 14 9 

На графике, показанном на рис. 5, отображены результаты сравнительного анализа вре-
мени задержки для вычисления суммы и разности входных чисел с помощью последователь-
ного и параллельного вычислителей.  

 T, нс

10 

5 

0                   5             10             15             20            25            30      п 

Параллельный вычислитель 

Последовательный вычислитель

 
Рис. 5 

Итак, арифметический вычислитель, выполняющий операции сложения и вычитания 
чисел в формате с фиксированной запятой в прямом коде, может быть использован в задачах 
вычислительной модульной системы для разработки специализированных микропроцессо-
ров. Сумма и разность одноразрядных двоичных чисел вычисляются на нейроподобном  
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элементе по формуле 1 1/ ( / )i i i i i iS R P Z A B     . Перенос iP  из младшего разряда в старший 

выполняется по формуле 1 1i i i i i i iP A B V P A V P B  . Заем iZ  из старшего разряда в младший 

вычисляется по формуле 1 1 .i ii i i i iZ A B V Z A V Z B   Перенос и заем вычисляются на нейро-

подобном и пороговом элементах, которые не приводят к аппаратным избыточным затратам 
цифровых специализированных модулей. 

Скорость вычислений арифметических операций увеличится за счет реализации парал-
лелизма при обработке данных, а также использования нейроподобных элементов, что позво-
лит снизить аппаратную сложность устройств. 

СПИСОК ЛИТЕРАТУРЫ 

1. Шевченко В. П. Вычислительные системы, сети и телекоммуникации. М.: КноРус, 2022. 288 c. 

2. Старков В. В. Архитектура персонального компьютера. Организация, устройство, работа. М.: Горячая линия — 
Телеком, 2022. 538 c. 

3. Киселев С. В. и др. Аппаратные средства персонального компьютера. М.: Академия, 2022. 625 c. 

4. Трофимов В. В. и др. Информационные технологии. М.: Юрайт, 2022. 392 c. 

5. Кузин А. В., Демин В. М. Компьютерные сети. М.: Форум, Инфра-М, 2022. 385 c. 

6. Шелухин О. И., Тенякшев А. М., Осин А. В. Моделирование информационных систем. М.: Радиотехника, 
2022. 368 c. 

7. Рыбин С. В. Дискретная математика и информатика. СПб: Лань, 2022. 749 с. 

8. Гуревич Д. З., Елизаров В. Н., Рувинский Б. И. Большие интегральные схемы и вычислительные машины 
четвертого поколения. М.: ЦНИИ „Электроника“, 2021. 783 c. 

9. Пат. 2780299 РФ. Параллельный сумматор-вычитатель на элементах нейронной логики / С. С. Шевелев 
Опубл. 21.09.2022. Бюл. № 7. 

10. Гаврилов М. В., Климов В. А. Информатика и информационные технологии. М.: Юрайт, 2022. 383 c. 

11. Хогдал Д. С. Анализ и диагностика компьютерных сетей. М.: ЛОРИ, 2022. 350 c. 

12. Хлебников А. А. Информационные технологии. М.: КноРус, 2021. 466 c. 

13. Микропроцессоры и микропроцессорные системы / Под ред. В. Б. Смолова. М.: Радио и связь, 2022. 328 c. 

14. Шевелев С. С. Устройство выполнения логических и арифметических операций // Программная инженения. 
2021. Т. 12, № 7. С. 350—357. DOI: 10.17587/prin.12.350—357. 

15. Трояновский В. М. Информационно-управляющие системы и прикладная теория случайных процессов. М.: 
Гелиос АРВ, 2022. 390 c. 

16. Никитюк Н. М. Микропроцессоры и микро-ЭВМ. Применение в приборостроении и в научных 
исследованиях. М.: Энергоиздат, 2022. 168 c. 

17. Shevelev S. S. Parallel-sequential adder-subtractor with the highest digits forward on neurons // Neurocomputers. 
2021. Vol. 23, N 3. Р. 5—14. DOI: 10.18127/j19998554-202103-01/. 

18. Пат. 2739343 РФ. Устройство поразрядного вычисления логических и арифметических операций /  
С. С. Шевелев. Опубл. 23.12.2020. Бюл. № 36.  

Сведения об авторах 
Виталий Семенович Титов  — д-р техн. наук, профессор; Юго-Западный государственный универ-

ситет, кафедра вычислительной техники; E-mail: vt.swsu@yandex.ru 
Сергей Степанович Шевелев  — канд. техн. наук, доцент; Юго-Западный государственный универси-

тет, кафедра информационной безопасности;  
E-mail: schewelew@mail.ru 

 
Поступила в редакцию 02.06.2023; одобрена после рецензирования 24.08.2023; принята к публикации 27.09.2023. 

 



 Арифметический вычислитель на элементах нейронной логики  959 

JOURNAL OF INSTRUMENT ENGINEERING. 2023. Vol. 66, N 11                                                    ИЗВ. ВУЗОВ. ПРИБОРОСТРОЕНИЕ. 2023. Т. 66, № 11 

REFERENCES 

1. Shevchenko V.P. Vychislitel'nyye sistemy, seti i telekommunikatsii (Computing Systems, Networks and Telecommu-
nications), Moscow, 2022, 288 р. (in Russ.) 

2. Starkov V.V. Arkhitektura personal'nogo komp'yutera. Organizatsiya, ustroystvo, rabota (Architecture of a Personal 
Computer. Organization, Arrangement, Work), Moscow, 2022, 538 р. (in Russ.) 

3. Kiselev S.V. et al. Apparatnyye sredstva personal'nogo komp'yutera (Personal Computer Hardware), Moscow, 2022, 
625 р. (in Russ.) 

4. Trofimov V.V. et al. Informatsionnyye tekhnologii (Information Technologies), Moscow, 2022, 392 р. (in Russ.) 
5. Kuzin A.V., Demin V.M. Komp'yuternyye seti (Computer Networks), Moscow, 2022, 385 р. (in Russ.) 
6. Shelukhin O.I., Tenyakshev A.M., Osin A.V. Modelirovaniye informatsionnykh sistem (Modeling of Information Sys-

tems), Moscow, 2022, 368 р. (in Russ.) 
7. Rybin S.V. Diskretnaya matematika i informatika (Discrete Mathematics and Computer Science), St. Petersburg, 

2022, 749 р. 
8. Gurevich D.Z., Elizarov V.N., Ruvinsky B.I. Bol'shiye integral'nyye skhemy i vychislitel'nyye mashiny chetvertogo 

pokoleniya (Large Integrated Circuits and Computing Machines of the Fourth Generation), Moscow, 2021, 783 р. (in 
Russ.) 

9. Patent RU 2780299, Parallel'nyy summator-vychitatel' na elementakh neyronnoy logiki (Parallel Adder-Subtractor on 
Elements of Neural Logic), S. Shevelev, Patent application no. 2020129345, Priority 04.09.2020, Published 
21.09.2022, Bulletin 7. (in Russ.) 

10. Gavrilov M.V., Klimov V.A. Informatika i informatsionnyye tekhnologii (Informatics and Information Technologies), 
Moscow, 2022, 383 р. (in Russ.) 

11. Haugdahl J.S. Network Analysis and Troubleshooting, Addison-Wesley Professional, 2000, 357 р. 
12. Khlebnikov A.A. Informatsionnyye tekhnologii (Information Technologies), Moscow, 2021, 466 р. (in Russ.) 
13. Smolov V.B., ed., Mikroprotsessory i mikroprotsessornyye sistemy (Microprocessors and Microprocessor Systems), 

Moscow, 2022, 328 р. (in Russ.) 
14. Shevelev S.S. Programmnaya Ingeneria, 2021, no. 7(12), pp. 350–357, DOI: 10.17587/prin.12.350-357. 
15. Troyanovsky V.M. Informatsionno-upravlyayushchiye sistemy i prikladnaya teoriya sluchaynykh protsessov (Infor-

mation and Control Systems and Applied Theory of Random Processes), Moscow, 2022, 390 р. (in Russ.) 
16. Nikityuk N.M. Mikroprotsessory i mikro-EVM. Primeneniye v priborostroyenii i v nauchnykh issledovaniyakh (Micro-

processors and Microcomputers. Application in Instrumentation and Scientific Research), Moscow, 2022, 168 р. (in 
Russ.) 

17. Shevelev S.S. Neurocomputers, 2021, no. 3(23), pp. 5−14, DOI: https://doi.org/10.18127/j19998554-202103-01. 
18. Patent RU 2739343, Ustroystvo porazryadnogo vychisleniya logicheskikh i arifmeticheskikh operatsiy (Device for 

Bit-by-Bit Calculation of Logical and Arithmetic Operations), S. Shevelev, Patent application no. 2020129326, Priori-
ty 04.09.2020, Published 23.12.2020, Bulletin 36. (in Russ.) 

Data on authors 
Vitaliy S. Titov — Dr. Sci., Professor; The Southwest State University, Department of Computer 

Technique; E-mail: vt.swsu@yandex.ru 
Sergey S. Shevelev — PhD, Associate Professor; The Southwest State University, Department of Infor-

mation Security; E-mail: schewelew@mail.ru 
 

Received 02.06.2023; approved after reviewing 24.08.2023; accepted for publication 27.09.2023. 
 

 

 



   

ИЗВ. ВУЗОВ. ПРИБОРОСТРОЕНИЕ. 2023. Т. 66, № 11                                                    JOURNAL OF INSTRUMENT ENGINEERING. 2023. Vol. 66, N 11 

 
ОПТИЧЕСКИЕ И ОПТИКО-ЭЛЕКТРОННЫЕ ПРИБОРЫ И КОМПЛЕКСЫ  

OPTICAL AND OPTO-ELECTRONIC INSTRUMENTS AND COMPLEXES 

 

УДК 621.391.63:681.7.068 
 DOI: 10.17586/0021-3454-2023-66-11-960-967 

 

ЭФФЕКТИВНАЯ ФОТОЧУВСТВИТЕЛЬНАЯ ПОВЕРХНОСТЬ  
КРЕМНИЕВЫХ ФОТОУМНОЖИТЕЛЕЙ  

И. Р. ГУЛАКОВ, А. О. ЗЕНЕВИЧ, О. В. КОЧЕРГИНА*  

Белорусская государственная академия связи, Минск, Беларусь 
*
o.kochergina@bsac.by

 
 

Аннотация. Представлены результаты исследования по определению эффективной площади фоточувст-
вительной поверхности кремниевых фотоумножителей (SiФЭУ) при рабочем напряжении питания, а также ус-
тановлению зависимости этой характеристики от приложенного напряжения питания. Для проведения исследо-
вания выбраны кремниевые фотоумножители КОФ5-1035 (Беларусь), Кеtек РМ 3325 и ON Semi FC 30035 (Гер-
мания). Предложена экспериментальная установка, с помощью которой определено, что увеличение напряже-
ния питания приводит к увеличению площади эффективной фоточувствительной поверхности SiФЭУ. Получе-
но, что максимальное значение чувствительности при рабочем напряжении наблюдается в центральной части 
фоточувствительной поверхности и симметрично уменьшается при приближении пятна оптического зонда к 
краю этой поверхности. Полученные результаты могут быть применены при создании приборов для регистра-
ции оптического излучения видимого диапазона на базе кремниевых фотоумножителей.  
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Введение. Для решения ряда научных и технических задач требуется регистрация 
сверхслабых световых потоков. В последние годы для этого используются кремниевые 
многоэлементные лавинные фотоприемники — кремниевые фотоумножители (SiФЭУ) 
[1—3], имеющие ряд преимуществ перед другими фотоприемниками [4, 5]. Так, по срав-
нению с электровакуумными фотоэлектронными умножителями кремниевые фотоумно-
жители более компактны, нечувствительны к магнитным полям, имеют высокую механи-
ческую прочность и лучшую чувствительность к видимой области спектра, также для ра-
боты SiФЭУ необходимы меньшие напряжения питания. По сравнению с одноэлемент-
ными лавинными фотоприемниками кремниевые фотоумножители обладают такими пре-
имущества, как более высокий коэффициент усиления и бóльшая площадь фоточувстви-
тельной поверхности [6—10].  

Однако на данный момент не все характеристики SiФЭУ изучены в полной мере. 
Одной из наиболее важных характеристик кремниевого фотоумножителя является эффек-
тивная площадь фоточувствительной поверхности. Знание этой характеристики важно 
при определении диаметра светового пятна, формируемого оптической системой на фо-
точувствительной поверхности кремниевого умножителя для обеспечения его макси-
мальной чувствительности. В этой связи цель настоящей статьи — определение эффек-
тивной площади фоточувствительной поверхности кремниевого фотоумножителя при ра-
бочем напряжении питания, а также установление зависимости этой характеристики от 
приложенного напряжения питания. 

Экспериментальная установка и методика измерений. Для проведения исследований 
были выбраны кремниевые фотоумножители КОФ5-1035 (Беларусь), Ketek РМ 3325 и ON Semi 
FC 30035 (Германия), имеющие схожую полупроводниковую структуру и параметры [11].  

Исследования выполнялись на экспериментальной установке, структурная схема кото-
рой представлена на рис. 1, где И — источник оптического излучения, ОС — оптическая сис-
тема, Б — блок питания, А — амперметр, В — вольтметр, Ф — кремниевый фотоумножи-
тель, Д — дозиметр оптического излучения, З — полупрозрачное зеркало, Н — набор ней-
тральных светофильтров, О — диафрагма, Rн — сопротивление нагрузки, К — координатный 
столик, 1 и 2 — индикаторные микрометры. 
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Рис. 1 

Установка функционирует следующим образом. Источник оптического излучения  
И — полупроводниковый лазер с длиной волны 470 нм, соответствующей максимуму спек-
тральной чувствительности кремниевых фотоумножителей [11], — направляет оптическое 
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излучение постоянной интенсивности на полупрозрачное зеркало З. При этом излучение про-
ходит через набор нейтральных светофильтров Н, с помощью которого обеспечивается ос-
лабление интенсивности оптического излучения в интервале от 10–5 до 10–10 Вт/см2. 

Полупрозрачное зеркало используется для разделения оптического излучения на два 
пучка равной интенсивности, один из которых подается на дозиметр оптического излучения 
Д марки ЛД-07, а второй через диафрагму О поступает в оптическую систему. Оптическая 
система формирует на фоточувствительной поверхности кремниевого фотоумножителя Ф 
световое пятно круглой формы оптического зонда. Площадь этого пятна не превышает 0,2 
площади фоточувствительной поверхности SiФЭУ.  

Кремниевый фотоумножитель располагается на координатном столике К. С помощью 
индикаторных микрометров 1 и 2 пятно оптического зонда можно перемещать в горизон-
тальной плоскости в двух направлениях, перпендикулярных друг другу. Блок питания Б по-
зволяет регулировать напряжение питания Uп, для измерения которого используется вольт-
метр В. Последовательно с кремниевым фотоумножителем включено сопротивление нагрузки 
Rн = 1 кОм, используемое для ограничения тока, протекающего через SiФЭУ.  

Измерения темнового тока Iт SiФЭУ выполняются при закрытой диафрагме, в случае 
открытой диафрагмы регистрируется общий ток I. По значению фототока Iф, вычисляемого 
как Iф = I – Iт, и интенсивности оптического излучения J рассчитывается чувствительность 
SiФЭУ в каждой точке фоточувствительной поверхности [12]: 

 ф .S I J  (1) 

Интенсивность оптического излучения J выбиралась так, чтобы фототок при полном 
попадании светового пятна оптического зонда на фоточувствительную поверхность не менее 
чем в 100 раз превышал темновой ток и находился в пределах динамического диапазона ис-
следуемых SiФЭУ (ГОСТ Р 59607-2021); значение интенсивности составляло 8·10–8 Вт/см2. 

Неравномерность чувствительности фотоприемника определялась согласно методике, 
описанной в [13]. Испытуемый фотоприемник перемещают в заданном направлении, изменяя 
таким образом местонахождение светового пятна оптического зонда на его фоточувствитель-
ной поверхности. Далее определяют местонахождение светового пятна, при котором наблю-
дается максимальное значение фототока, после чего регистрируют координаты зонда и зна-
чение фототока. Затем последовательно перемещают фотоприемник в разные стороны от это-
го положения, измеряя фототок и фиксируя координаты светового пятна оптического зонда 
до достижения им края фоточувствительной поверхности фотоприемника.  

В процессе исследования измерялась зависимость чувствительности S SiФЭУ от место-
нахождения светового пятна оптического зонда, по которой определялись среднее значение 
чувствительности Sср и величина ΔS = Smax – Smin, где Smax и Smin — максимальная и минималь-
ная чувствительности соответственно. 

Неравномерность чувствительности δ SiФЭУ определялась по формуле 

 ср .S S    (2) 

Эффективная площадь Аэф для квадратной формы фоточувствительной поверхности оп-
ределялась согласно выражению 

   эф 2 1 2 1 ,A х х х x       (3) 

где x2, x1 и x1, x2 — координаты перемещения координатного столика в двух взаимно пер-
пендикулярных направлениях.  

Изменения местоположения светового пятна оптического зонда выполнялось по взаим-
но перпендикулярным осям симметрии фоточувствительной поверхности. При этом коорди-
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наты x1 и x1 соответствуют точке положения пятна оптического зонда, для которого наблю-
дается максимальное значение чувствительности Smax, а координаты x2 и x2 — точке положе-
ния пятна оптического зонда, для которого значение чувствительности составляет 0,9Smax.  

Шаг, с которым изменялось местонахождение светового пятна оптического зонда, под-
бирался таким, чтобы число точек измерения было не менее 10.  

Исследуемые кремниевые умножители имеют различные напряжения лавинного пробоя 
Uпр. Поэтому для сравнительного анализа их характеристик применяется перенапряжение: 
ΔU = Uп – Uпр. Исследования проводились для перенапряжений ΔU = – 0,5…1,0 В. При боль-
ших значениях ΔU происходит значительный рост темнового тока, что может привести к те-
пловому пробою SiФЭУ. Для меньших значений ΔU коэффициент усиления кремниевого ум-
ножителя близок к единице. Значение напряжения пробоя Uпр устанавливалось по вольт-
амперной характеристике SiФЭУ при закрытой диафрагме на основании методики [14]. Для 
исследуемых фотоприемников значения Uпр следующие: ON Semi FC 30035 —24,7 В, Ketek 
РМ 3325 — 27,0 В и КОФ5-1035 — 30,0 В.  

Измерения выполнялись при температуре T = 293 К. В процессе измерения неравномер-
ности чувствительности поверхности кремниевого фотоумножителя выполнялись все требо-
вания по расходимости светового пятна оптического зонда и погрешности измерений, уста-
новленные стандартом [12].  

Результаты измерений. Обсуждение. Зависимости чувствительности S от местонахо-
ждения светового пятна оптического зонда на фоточувствительной поверхности для иссле-
дуемых SiФЭУ показаны на рис. 2. Зависимости получены для перенапряжения 
ΔU = 0, т.е. для напряжений лавинного пробоя SiФЭУ. Такое значение ΔU было выбрано, по-
скольку отношение сигнал/шум для исследуемых фотоприемников имеет максимальное зна-
чение [15]. Отметим, что напряжение пробоя считалось рабочим напряжением для данных 
SiФЭУ.  

На рис. 2, а представлена типичная зависимость чувствительности SiФЭУ от местона-
хождения (r) пятна оптического зонда для КОФ5-1035, для Ketek РМ 3325 и ON Semi FC 
30035 зависимости аналогичны. представленная На рис. 2, б показана зависимость, построен-
ная вдоль одной из диагоналей. Так, для Ketek РМ 3325 и ON Semi FC 30035 (кривые 1, 2) 
диагональ составляет 4,2 мм, а для КОФ5-1035 (кривая 3) — 1,76 мм. 
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Рис. 2 

Максимальное значение чувствительности наблюдается в центре фоточувствительной 
поверхности и уменьшается при приближении пятна оптического зонда к ее краю. Так,  
Smax = 245, 223 и 144 кА/Вт и Smin = 173, 168 и 107 кА/Вт для Ketek РМ 3325, ON Semi FC 
30035 и КОФ5-1035 соответственно. Иными словами, чувствительность в пределах фоточувст-
вительной поверхности уменьшалась не более чем на 30 % для всех исследуемых фотоприем-
ников. Изменение чувствительности в зависимости от местоположения пятна оптического зон-
да связано с тем, что напряжение лавинного пробоя отдельных ячеек SiФЭУ может отличаться. 
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Это приводит к тому, что при одном и том же напряжении питания на каждой ячейке будет 
разное значение перенапряжения. Чувствительность SiФЭУ, а значит, и каждой его ячейки 
зависит от перенапряжения [12]. Снижение чувствительности ячеек SiФЭУ, находящихся 
ближе к краю фоточувствительной поверхности, определяется, по-видимому, недостатками 
технологий изготовления этих фотоприемников.  

На рис. 3 представлена зависимость неравномерности чувствительности δ SiФЭУ от пе-
ренапряжения ΔU: 1 — ON Semi FC 30035, 2 — КОФ5-1035, 3 — Ketek РМ 3325. Увеличение 
перенапряжения приводит к уменьшению неравномерности чувствительности. Это объясняет 
тем, что с ростом перенапряжения для все большего числа ячеек напряжение питания SiФЭУ 
начинает превышать напряжение их пробоя. В результате значительно повышается чувстви-
тельность ячейки к оптическому излучению и уменьшается неравномерность чувствительно-
сти SiФЭУ. Для анализа зависимости δ(ΔU) введен коэффициент Δδ/ΔUп, где Δδ — измене-
ние значения δ при изменении перенапряжения на ΔUп. Тогда при ΔU < 0 отношение  
Δδ/ΔUп = 0,04, 0,08 и 0,18 В–1 для Ketek РМ 3325, ON Semi FC 30035 и КОФ5-1035 соответст-
венно; при ΔU > 0 величина Δδ/ΔUп = 0,02 В–1 для всех фотоприемников.  

  
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Рис. 3  

Таким образом, наиболее сильная зависимость δ от перенапряжения проявляется 
при ΔU < 0 для всех исследуемых SiФЭУ. Это связано с тем, что при ΔU = – 0,5 В при-
близительно для 45 % ячеек напряжение питания SiФЭУ превышает напряжения их про-
боя, а при ΔU = 0 их становится приблизительно 65 %. В диапазоне 0,0 < ΔU ≤ 1,0 В ко-
личество ячеек, для которых напряжение питания SiФЭУ превышает напряжения их про-
боя, изменяется от 65 до 75 %.  

Наибольшие значения Smax и Smin соответствуют Ketek РМ 3325, а наименьшие — 
КОФ5-1035 на всей площади фоточувствительной поверхности исследуемых фотоприем-
ников. 

Результаты исследования эффективной площади фоточувствительной поверхности ис-
следуемых SiФЭУ приведены в таблице, где А — полная площадь фоточувствительной по-
верхности. 

Тип фотоприемника ΔU, В Аэф, мм2  А, мм2 Аэф/А 

Ketek РМ 3325 
– 0,5 4,2 

9,00 
0,46 

0,0 5,8 0,65 
1,0 6,9 0,76 

ON Semi FC 30035 
– 0,5 4,0 

9,00 
0,44 

0,0 5,8 0,65 
1,0 6,8 0,76 

КОФ5-1035 
– 0,5 0,6 

1,56 
0,41 

0,0 1,0 0,64 
1,0 1,2 0,77 

На рис. 4 представлена зависимость отношения Аэф/А от перенапряжения ΔU: 1 — 
КОФ5-1035; 2 — ON Semi FC 30035; 3 — Ketek РМ 3325. 
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1    2     3  
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0,5
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Рис. 4 

Анализ графиков показывает, что рост перенапряжения приводит к увеличению площа-
ди эффективной фоточувствительной поверхности, а значит, и количества ячеек, для которых 
напряжение питания SiФЭУ превышает напряжения их пробоя.  

Таким образом, значения отношения Аэф/А для всех исследуемых фотоприемников при-
мерно одинаковы при постоянном значении перенапряжения. 

Заключение. По результатам экспериментального изучения важных характеристик 
кремниевых фотоумножителей определено следующее:  

— эффективная площадь фоточувствительной поверхности исследуемых SiФЭУ при 
рабочем напряжении составила 5,8 мм2 для Ketek РМ 3325 и ON Semi FC 30035 и 1,0 мм2 для 
КОФ5-1035; 

— рост напряжения питания приводит к увеличению площади эффективной фоточувст-
вительной поверхности; 

— максимальное значение чувствительности при рабочем напряжении SiФЭУ наблюда-
ется в центральной части фоточувствительной поверхности и симметрично уменьшается при 
приближении пятна оптического зонда к краю этой поверхности;  

— при напряжении питания SiФЭУ, равном напряжению лавинного пробоя, площадь 
фоточувствительной поверхности, чувствительность в которой уменьшается не более чем на 
10 % от максимального значения, составляет 64 – 65 % для всех исследуемых SiФЭУ;  

— во всем диапазоне исследуемых напряжений чувствительность исследуемых SiФЭУ 
снижалась не более чем на 32 % от своего максимального значения; увеличение перенапря-
жения приводит к уменьшению неравномерности чувствительности SiФЭУ и увеличению 
эффективной площади фоточувствительной поверхности.  
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СОЗДАНИЕ НАБОРОВ ДАННЫХ КОМПЬЮТЕРНОЙ ТОМОГРАФИИ  
БРЮШНОЙ АОРТЫ С ПОДАВЛЕНИЕМ КОНТРАСТИРОВАНИЯ  

ДЛЯ ОБУЧЕНИЯ И ТЕСТИРОВАНИЯ  
АЛГОРИТМОВ ИСКУССТВЕННОГО ИНТЕЛЛЕКТА  
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Аннотация. Представлен подход к автоматизированному получению бесконтрастных компьютерных 
томографических (КТ) изображений, содержащих разметку брюшного отдела аорты, полученную из данных 
контрастно-усиленной фазы сканирования. Разработан алгоритм подавления контрастного усиления в облас-
ти брюшного отдела аорты на КТ-изображении. Научная новизна подхода заключается в преобразовании 
размеченных контрастированных изображений в бесконтрастные с помощью разработанной математической 
модели, позволяющей выделить и подавить составляющую рентгеновского поглощения контрастного веще-
ства. Тестирование алгоритма проведено на открытом наборе данных, состоящем из 4 КТ-исследований 
брюшного отдела аорты, баланс классов „аневризма:норма“ — 1:1. Результаты демонстрируют сопостави-
мость значений рентгеновской плотности в области исследования с литературными данными, а также сход-
ство этой области с окружающей мышечной тканью. Экспертная классификация смешанной выборки, содер-
жащей реальные и сгенерированные изображения, продемонстрировала реалистичность последних (точность 
обнаружения искусственных изображений — 35 %, каппа Флейса — 0,12). Полученные изображения предна-
значены для обучения и тестирования алгоритмов искусственного интеллекта в сфере оппортунистического 
скрининга аневризмы аорты.  

Ключевые слова: компьютерная томография, обработка изображений, обучающие наборы данных, ис-
кусственный интеллект, синтетическая бесконтрастная фаза 
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Abstract. An approach to the automated acquisition of non-contrast computed tomography (CT) images contain-
ing abdominal aortic markings derived from contrast-enhanced phase scanning data is presented. An algorithm for sup-
pressing contrast enhancement in the area of the abdominal aorta on a CT image is developed. The scientific novelty of 
the approach lies in the conversion of marked contrast images into non-contrast images using a developed mathematical 
model that allows for isolation and suppression of the component of X-ray absorption of the contrast agent. The algo-
rithm was tested on an open data set consisting of 4 CT studies of the abdominal aorta, the balance of “aneurysm: nor-
mal” classes was 1:1. The results demonstrate the comparability of the X-ray density values in the study area with litera-
ture data, as well as the similarity of this area with the surrounding muscle tissue. Expert classification of a mixed sample 
containing real and generated images demonstrates the realism of the latter (accuracy of detection of artificial images - 
35%, Fleiss kappa - 0.12). The resulting images are intended for training and testing artificial intelligence algorithms in 
the field of opportunistic screening of aortic aneurysm.  

Keywords: computed tomography, image processing, training datasets, artificial intelligence, synthetic non-
contrast phase 
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Введение. Наличие обучающих наборов данных является обязательным условием раз-

работки и развития технологий машинного обучения (machine learning — ML) [1]. Одна из 
перспективных и активно развивающихся областей применения МL в сфере лучевой диагно-
стики — автоматизация оппортунистического скрининга [2] патологий брюшного отдела 
аорты по данным компьютерной томографии (КТ) [3]. Данный вид скрининга предполагает 
отсутствие контрастного усиления (КУ) в исследовании [4]. Эта особенность является ключе-
вой проблемой при подготовке данных для обучения и тестирования алгоритмов ML, так как 
сходство рентгеновской плотности между окружающей мышечной тканью и областью „инте-
реса“ (Region of Interest — ROI) [5] существенно осложняет сегментацию последней. 

Литературный анализ существующих подходов к созданию размеченных бесконтраст-
ных КТ-изображений брюшного отдела аорты демонстрирует явное смещение в сторону  
методов искусственной генерации размеченных изображений с помощью нейросетей  
генеративно-состязательного типа (Generative Adversarial Nets — GAN). Такой подход счита-
ется наиболее перспективным, так как позволяет создавать данные, имеющие сходные, но не 
идентичные первоначальным признаки [6], качественно расширяя исходный набор. Несмотря 
на то, что число работ, посвященных созданию синтетических бесконтрастных  
КТ-изображений аорты, весьма ограниченно, можно выделить общие недостатки GAN-
подхода. Во-первых, для GAN, как и для искусственного интеллекта (ИИ) в целом, характер-
на зависимость результата от качества и объема обучающих данных [7]. Во-вторых, для 
GAN-моделей актуальна проблема сходимости и коллапса модели, вызывающих появление 
одного и того же результата при различных входных данных [8]. Также известен способ  
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получения бесконтрастных КТ-изображений из КУ-фазы ангиографического исследования с 
помощью методики двух энергий [9]. Основным ограничением к применению данного спосо-
ба, при его безусловной диагностической ценности, является низкая доступность метода [10]. 
Следует также отметить, что создание бесконтрастных изображений не предполагает их ав-
томатическую разметку, для подобных задач также используют ИИ либо привлекают экспер-
тов-рентгенологов, что связано, в свою очередь, с риском возникновения „спутывающих фак-
торов“ [11] либо с дополнительными трудозатратами [12]. 

В настоящей статье в качестве решения предложен альтернативный подход к преобра-
зованию размеченных контрастированных КТ-изображений в бесконтрастные с сохранением 
корректной (т.е. выполненной на изображении с КУ) разметки. Разработанное для данных 
целей программное обеспечение (ПО) не использует машинное обучение и основано на раз-
работанном математическом алгоритме подавления контрастирования [13—15]. Целью на-
стоящего исследования является проверка следующих гипотез: 

1) разработанный подход позволяет подавлять контраст-индуцированный детерминиро-
ванный компонент сигнала рентгеновской плотности в области брюшного отдела аорты на 
КТ-изображениях; 

2) разработанный подход позволяет получать КТ-изображение брюшного отдела аорты, 
статистически значимо не отличающегося от окружающих мышечных тканей по значению 
рентгеновской плотности.  

Материалы и методы. Исследование организовано в соответствии с методологией  
MI-CLAIM [16], регламентирующей порядок клинического использования технологий ИИ в 
медицине. Дизайн исследования — ретроспективный анализ данных КТ-ангиографии (КТА). 
Критерии включения: наличие артериальной фазы сканирования в исследовании; толщина 
срезов не более 1,5 мм; наличие исследований с диагностированной аневризмой брюшного 
отдела аорты (код МКБ10 I71 [17]). Критерии исключения: наличие областей диссекции (рас-
слоения) сосуда; наличие внутрисосудистых стентов или протезов. Референсный метод: в 
качестве референсных выбраны данные о рентгеновской плотности тканей поясничных 
мышц для того же исследования, а также литературные данные о плотности крови в аорте 
(30—45 единиц Хаунсфилда (HU) [18]). 

Подготовка данных. На подготовительном этапе была проведена разметка данных ан-
гиографического КТ-исследования органов брюшной полости. Под термином „разметка“ в 
контексте представленной работы понимается маркировка медицинскими экспертами („раз-
метчиками“) пикселов изображения, принадлежащих целевой ROI. Результат разметки — так 
называемая „маска“ — трехмерный массив, размерность которого соответствует исходным 
данным, а значение каждого пиксела закодировано бинарно в зависимости от его локализа-
ции: принадлежит либо не принадлежит ROI. „Размеченным“ считается изображение, имею-
щее маску. Целевая ROI — брюшной отдел аорты. Были определены следующие требования к 
разметчикам: сертификат по специальности „Рентгенология“ и опыт работы не менее трех 
лет. Разметка данных осуществлялась с помощью ПО Slicer 3D [19] с использованием встро-
енных инструментов полуавтоматической разметки („row from seed“, „fill between slices“  
и др.). Формат NIfTi (Neuroimaging Informatics Technology Initiative) [20] был выбран для об-
работки, хранения и обмена данными. Полученная маска была дополнительно радиально 
расширена на область сосудистой стенки и окружающих тканей для корректной работы мо-
дели. Расширение ROI выполнено с помощью нерезкого маскирования [21] с радиусом раз-
мытия функции Гаусса [22], равным 4 пкс. Экспертный анализ КТ-метрик полученных изо-
бражений проводился с помощью ПО Vidar (версия 3.3) [23]. 

Генерация искусственных бесконтрастных КТ-изображений. В основе работы алго-
ритма обработки данных (рис.1) лежит предложенная ранее модель [15], описывающая кон-
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траст-индуцированный компонент поглощения рентгеновского излучения как детерминиро-
ванный компонент сигнала рентгеновской плотности.  

 
Рис. 1 

Общий вид аппроксимирующей функции представляет собой суперпозицию симмет-
ричных сигмоид специального вида: 

      0
1 1

1 exp 1 exp
F x F a

bx c dx e

 
         

,  (1) 

где 0F  — уровень сигнала вне области сосуда; a  — амплитуда сигнала; b, c, d и e определяют 

положение и наклон боковых сигмоид. 
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Коэффициенты аппроксимирующей функции вычисляются итеративно методом нели-
нейных наименьших квадратов (МННК) [24, 25]. Начальные условия для каждой строки 
(столбца) данных определяются на основании аппроксимируемых данных: 

1) 0F  — минимальный уровень сигнала; 

2) a — абсолютная разность между максимальным и минимальным неотрицательным 
уровнями сигнала; 

3) c, e — индексы начальной и конечной точек сигнала; 
4) b, d равны единице, что соответствует симметричной форме сигнала. 
Аппроксимация проводится на каждом изображении в аксиальной проекции отдельно 

для строк и столбцов ROI. Результаты постолбцовой и построчной аппроксимации формиру-
ют итоговый сигнал по критерию близости к исходным данным: 

  
         

         
CAiDC

pix ,  если  pix pix pix pix ;
pix

pix , если  pix pix pix pix ,

i i j

j i j

F F F F F
F

F F F F F

    
  

  (2) 

где  pixF  — исходное значение,  pixiF  — результат построчной, а  pixjF  — постолб-

цовой аппроксимации в пикселе pix  с координатами (i; j). 
Для каждого исследования на вход алгоритма было передано по три набора данных в 

формате NIfTi: КТ-исследование и две бинарные маски разметки — исходная и расширенная. 
Далее проводилось извлечение ROI из исходных данных посредством специального пересе-
чения с масками. Бинарная маска имеет размерность исходного изображения и структуру, оп-
ределяющую целевые пикселы ROI значением „1“, остальные — значением „0“. Проводится 
инверсия значений маски, замена единичных значений на „Not-a-Number“ (NaN) и после-
дующее сложение с исходным изображением. Результатом операции является обращение в 
NaN всех значений на исходном изображении вне ROI. Этот подход применялся для оптими-
зации времени вычислений данных. 

Полученный трехмерный массив посрезово обрабатывался в цикле. Методом аппрокси-
мации с помощью нелинейных наименьших квадратов проводилось извлечение контраст-
индуцированного детерминированного компонента сигнала рентгеновской плотности. Извле-
ченный компонент затем был попиксельно вычтен из исходных данных с учетом корректи-
рующего фактора.  

Расчет корректирующих факторов основан на необходимости соблюдения двух усло-
вий: отсутствие объектов избыточной яркости в ROI (кальцинаты, кости) и соблюдение тре-
бований к обеспечению сходства между ROI и окружающей мышечной тканью (для бескон-
трастного КТ-исследования плотность крови 30—45 HU [18], плотность мышечной ткани 
34—50 HU [26]). Применение корректирующих факторов является ограничением работы, 
возможные эффекты и их влияние на конечные результаты подробно рассмотрены далее.  

Для маскирования ярких объектов применяется поиск соответствующих пикселов и 
снижение их яркости. Первый корректирующий фактор (КФ1) рассчитывается индивидуаль-
но для каждого среза как минимальное значение рентгеновской плотности в просвете сосуда. 
При обнаружении объектов, рентгеновская плотность которых превышает КФ1, значение со-
ответствующих пикселов заменяется на значение среднего уровня поглощения мягких тканей 
на данном изображении. Это значение является вторым корректирующим фактором (КФ2) и 
рассчитывается по области строгой дизъюнкции исходной и расширенной масок, т.е. по об-
ласти, содержащей только окружающие ткани (вне просвета сосуда). КФ2 равен среднеариф-
метическому значению пикселов в диапазоне интенсивностей от 0 до КФ1.  

КФ2 также используется на финальном этапе обработки данных для обеспечения сход-
ства между ROI и окружающей мышечной тканью. Результат аппроксимации данных попик-
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сельно вычитается из исходных данных в пределах маски. Таким образом, в ROI остается 
сигнал, соответствующий рентгеновскому поглощению крови в бесконтрастной фазе иссле-
дования. Однако важно учитывать, что даже в ранней артериальной фазе может наблюдаться 
статистически значимое повышение рентгеновской плотности мышечной ткани [27]. По этой 
причине проводится проверка сопоставимости полученных данных области просвета сосуда и 
величины КФ2. В случае если средний уровень полученного сигнала ниже вычисленного 
КФ2, попиксельно проводится увеличение результата на величину : 

  КФ2 mean F   ,  (3) 

где mean  — средняя ордината полученного сигнала в ROI  F .  

Анализ результатов. Полученные данные были обработаны с помощью ПО R (вер-
сия 4.1.1) [28]. Уровень статистической значимости для принятия гипотез был принят 
равным 0,05. 

Проверка первой гипотезы. Для оценки эффективности подавления контраст-
индуцированного детерминированного компонента (тренда) был использован сравнительный 
статистический анализ данных до и после преобразования. С помощью теста WAVK [29], в 
котором нулевая гипотеза об отсутствии тренда проверялась против гипотезы о наличии не-
монотонного тренда, были проанализированы исходные и обработанные данные. Тип тренда 
(немонотонный) был определен на основании визуального анализа данных КТ. На рис. 2, а, б 
показана рентгеновская плотность (D) в бесконтрастной (а) и контрастно усиленной (б) фазах 
КТ-сканирования; форма аппроксимирующей функции для извлечения тренда из КУ-сигнала 
приведена на рис. 2, в. 

 
Рис. 2 

Результат подавления КУ в ROI (до применения коррекции с помощью КФ2) был про-
анализирован с помощью 95%-ного доверительного интервала (confidence interval — CI) для 
разности средних значений двух выборок [30]: 

        22
0 0CI mean mean sd sdF F z F F    ,  (4) 

где sd  — среднеквадратическое отклонение для полученных  F  и референсных 0(F )  

данных, z — табличное значение для заданного уровня значимости (1,96 для уровня значимо-
сти 0,05).  

В качестве референсных данных были использованы результаты исследования [18], со-
гласно которому значения рентгеновской плотности для нетромбированной крови составляют 
D= 30…45 HU.  

Проверка второй гипотезы. Для оценки результатов по критерию сходства плотности 
между ROI и окружающей мышечной тканью с помощью статистического теста Манна — 
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Уитни [31] были сопоставлены распределения рентгеновской плотности в ROI и в параспи-
нальной мышечной ткани. Для этого на каждом срезе расширенной маски были извлечены 
данные вне ROI , плотность которых находится в диапазоне от 30 до КФ1, и сопоставлены с 
данными внутри ROI после обработки. 

Дополнительно был проведен экспертный анализ изображений врачами-рентгено-
логами. Данный подход, несмотря на субъективность, позволяет выявить наличие в результа-
тах специфических паттернов, которые указывают на синтетический характер изображения. 
Для экспертной оценки был сформирован набор данных, содержащий 14 изображений в фор-
мате DICOM (ГОСТ Р ИСО 12052-2009), баланс классов „истинное:сгенерированное“ изо-
бражение составил 1:1, что соответствовало балансу классов исходной выборки. Изображе-
ния для экспертного анализа были предварительно обрезаны с помощью инструмента „crop“ 
в программе Slicer 3D, так чтобы в поле зрения не попадали объекты с КУ вне ROI (магист-
ральные артерии, поджелудочная железа). Число изображений было получено после приме-
нения к выборке критериев исключения: наличие вне ROI КУ-объектов, которые нельзя уда-
лить из поля обзора. В качестве изображений „истинного“ класса выбрано 7 изображений 
бесконтрастных серий соответствующих КТ-исследований. При отсутствии таковых в иссле-
довании выбиралась серия, содержащая минимальный уровень контрастирования в ROI (ве-
нозная или отсроченная серия сканирования). В экспертизе приняли участие 3 врача-
рентгенолога с опытом работы от 1 года до 5 лет. Участники были „заслеплены“ относитель-
но результатов друг друга и данных о балансе классов выборки. Порядок изображений был 
уникальным для каждого эксперта. Просмотр и оценивание осуществлялись с помощью ПО 
Vidar без ограничений по используемым инструментам: изменение диапазона яркости, изме-
рение плотности объекта и др. Данные были независимо оценены и классифицированы экс-
пертами бинарно: „настоящее“ (0) либо „искусственное“ (1) изображение брюшного отдела 
аорты. По этим данным были рассчитаны метрики чувствительности (Se ), специфичности 
(Sp ) и точности ( Ac ) экспертных оценок в отношении корректной классификации изобра-
жений:  
  Se=TP/ TP+FN ;  (5) 

  Sp=TN/ FP+TN ;  (6) 

    Ac= TP+TN / TP+TN+FP+FN ,  (7) 

где TP  — истинно положительный, TN  — истинно отрицательный, FP  — ложноположи-
тельный и FN  — ложноотрицательный результаты классификации.  

Кроме того, была рассчитана мера согласованности разметчиков — каппа Флейса с по-
мощью функции R kappam.fleiss пакета irr [32, 33]. 

Результаты. Набор данных содержал результаты 4 КТА-исследований, общее число 
изображений — 594, медианное число срезов в исследовании 177 (размах составил 128—178). 
Баланс классов „аневризма:норма“ составил 1:1. Толщина срезов в исследовании варьирова-
лась от 1 до 3 мм. Все исследования содержали артериальную фазу сканирования, однако ни в 
одном исследовании не было обнаружено бесконтрастной фазы сканирования.  

Использованный способ оптимизации обработки данных за счет удаления данных вне 
маски с помощью NaN позволил оптимизировать вычисления по времени: время обработки 
на процессоре Intel Core i7 (ОЗУ 16 Гб) с использованием оптимизации уменьшилось в 12 раз 
(180 мc против 15 мc на обработку одного аксиального среза размером 512512 пкс). 

На рис. 3 представлен результат применения КФ1 для данных, содержащих кальцинаты 
в стенке аорты (кальцинат показан стрелкой). Подавление кальцината на исходном изобра-
жении (рис. 3, а) не привело к искажению его формы и локализации в итоговом изображении 
(рис. 3, б). 
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       а)                                                                   б)  

 
Рис. 3 

Проверка первой гипотезы исследования продемонстрировала статистически достовер-
ное отсутствие тренда (p-value > 0,05) в сигнале после подавления КУ при его наличии в ис-
ходных данных для всех исследований (рис. 4; штриховая линия показывает уровень значи-
мости 0,05). Срезы, для которых в синтетической бесконтрастной фазе был обнаружен тренд 
(левый боксплот на рис. 4, значения ниже уровня p-value 0,05), содержали фрагменты отхож-
дения магистральных артерий, поэтому не были учтены при интерпретации результатов. Ре-
зультаты расчета 95%-ного CI по формуле (4) для данных после подавления КУ и литератур-
ных данных о рентгеновской плотности аорты в бесконтрастной фазе демонстрируют нали-
чие нулевого значения в интервалах для всех КТ-исследований (рис. 5), что подтверждает от-
сутствие статистически значимых различий между литературными и рассчитанными значе-
ниями рентгеновской плотности пикселов ROI. 
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                                         Рис. 4                                                                         Рис. 5 
Результат проверки второй гипотезы исследования демонстрирует отсутствие статисти-

чески значимых различий (p-value > 0,05) в данных ROI после коррекции и в области пара-
спинальной мышечной ткани. Визуально это сходство выражается в эффекте „неотделимо-
сти“ области ROI от окружающей мышечной ткани (рис. 6, посередине), характерном для ре-
альных бесконтрастных изображений.  

Показатели чувствительности и специфичности экспертных оценок при классификации 
изображений составляют 40—70 % и 28—71 % соответственно, точность — всего 23—35 %. 
При этом наблюдался низкий уровень согласованности экспертов (каппа Флейса 0,12). Дета-
лизация результатов обработки представлена на рис. 7: а — реальные, б — искусственные 
изображения; ответы экспертов отмечены квадратами: серый — ложный ответ, белый — вер-
ный; случаи полного согласия экспертов отмечены прямоугольниками. Доля изображений, 
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единогласно корректно классифицированных экспертами, составила 20 %; два получены с  
использованием предложенного алгоритма, одно —исходное. 

 Размеченное 
изображение с КУ Изображение без КУ

Размеченное 
изображение без КУ 

 
Рис. 6 

 а) 

б) 

 
Рис. 7 

Обсуждение результатов. Предложен способ подавления контрастного усиления на 
КТ-изображениях брюшного отдела аорты. Разработанный алгоритм позволяет получать изо-
бражения ROI: 

— соответствующие по своим параметрам реальной бесконтрастной фазе исследования 
(95 % CI для разницы средних значений пересекают нулевое значение для всех 4 КТ-
исследований); 

— не отличающиеся от прилежащей мышечной ткани по значению рентгеновской 
плотности и структуре (p-value > 0,05); 

— содержащие разметку ROI, выполненную в соответствии с золотым стандартом диаг-
ностики аневризм [34], на изображениях с КУ (пример получения размеченного бесконтраст-
ного изображения — см. рис. 6). 

Полученные данные имеют высокий уровень сходства с естественным изображением не 
только по количественным, но и по качественным характеристикам, что подтверждается ре-
зультатами экспертной оценки (низкая точность выявления синтетических изображений — 
до 35 % при низкой согласованности экспертов, каппа Флейса 0,12). 

Главное отличие предложенного подхода от существующих решений заключается в 
том, что данный подход не использует методы синтетической генерации и машинного обуче-
ния. Разработанный алгоритм основан на математическом анализе исходных данных, исполь-
зуемая модель позволяет выделить детерминированный компонент сигнала рентгеновской 
плотности, что дает возможность получать исходные данные бесконтрастной фазы вместо их 
синтетической генерации. Таким образом, создание бесконтрастных изображений происхо-
дит автоматически и лишено характерных для GAN-подхода недостатков [6, 35]: 

— во-первых, отсутствует зависимость качества работы модели от объема обучающих 
наборов данных, так как модель не требует обучения; 
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— во-вторых, отсутствует риск внесения систематической ошибки при разметке дан-
ных, связанный с вариабельностью ручной разметки ROI на бесконтрастном изображении: 
разметка исходного изображения проводится при наличии КУ; 

— наконец, отсутствуют трудности получения изображений с редкими признаками, так 
как для получения одного обработанного изображения не требуется библиотека изображений 
с целевым объектом. 

Главным преимуществом предложенного метода относительно использования двух-
энергетической КТ является подавление КУ только в выбранной области, тогда как указан-
ный метод (равно как и субстракция изображений [36]) приводит к подавлению всех объек-
тов, не содержащих контрастное вещество. Кроме того, данные изображения не содержат 
разметку ROI, в отличие от полученных предложенным методом.  

Ограничения. К ограничениям работы следует отнести применение корректирующих 
факторов (КФ1 и КФ2) и необходимость обрезки обработанных изображений.  

Применение комбинации КФ1 и КФ2 для маскирования кальцинатов проводится с це-
лью корректной аппроксимации данных. При этом данные области просто исключаются из 
анализа, поскольку кальцинаты не участвуют в измерении просвета сосуда, которое прово-
дится при диагностике аневризм [34]. Применение КФ2 на финальном этапе обработки изо-
бражений связано с риском внесения систематической погрешности в данные, однако адап-
тивный расчет его значения для каждого изображения снижает данный риск. Отсутствие син-
тетических паттернов, связанных с применением указанной коррекции, подтверждается ре-
зультатом экспертной оценки изображений (см. рис. 7).  

Обрезка изображений, связанная с локальным (в пределах маски) подавлением КУ, ог-
раничивает объем данных участками вне отхождения магистральных артерий и прилежания 
активно контрастируемых паренхиматозных органов (например, поджелудочная железа). 
Влияние ограничения следует рассматривать с точки зрения целевой функции генерируемых 
данных. Аневризма аорты — диагноз, определяемый по диаметру просвета сосуда, который 
не измеряют на участках отхождения артерий [34]. Тем не менее расширение области подав-
ления КУ на изображении является одним из направлений дальнейшей работы. 

Авторы вынуждены отметить высокую вариабельность результатов статистической об-
работки данных. Во-первых, представленные результаты сопоставления параспинальной 
мышечной ткани методом Манна — Уитни могут не удовлетворять критерию независимости 
выборок по причине коррекции результата на величину, рассчитанную по референсной об-
ласти. В дальнейшем предполагается расширить объем референсных данных для получения 
более надежных и воспроизводимых результатов. Во-вторых, может возникнуть неоднознач-
ность при сопоставлении данных после подавления КУ и литературных значений плотности 
аорты. Дополнительно был проведен внутригрупповой сравнительный анализ для исследова-
ний с подавлением КУ методом Крускала — Уоллеса [37]: результаты теста демонстрируют 
статистически значимые различия для всех четырех исследований (p-value < 0.001). Это  
свидетельствует о необходимости учета параметров сканирования и сопоставления данных 
между сериями одного и того же КТ-исследования, что было невозможно в рамках настоящей 
работы вследствие неполноты данных в открытом доступе.  

Таким образом, представленные в статье результаты, хотя и проанализированы с ис-
пользованием формально корректной методологии, носят предварительный характер. Основ-
ным направлением дальнейших исследований является валидация работы алгоритма на ре-
презентативном по наличию необходимых фаз сканирования наборе данных, подготовка ко-
торого ведется авторами в настоящее время.  

Заключение. Представлен алгоритм для получения бесконтрастных КТ-изображений 
брюшного отдела аорты, содержащих разметку области ROI, полученную на контрастно-
усиленных изображениях. Предложенный алгоритм предназначен для повышения качества и 
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доступности обучающих данных для алгоритмов ИИ оппортунистического скрининга анев-
ризм брюшной аорты. 
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ПРИБОРЫ И МЕТОДЫ КОНТРОЛЯ И ДИАГНОСТИКИ  

МАТЕРИАЛОВ, ИЗДЕЛИЙ, ВЕЩЕСТВ И ПРИРОДНОЙ СРЕДЫ  

INSTRUMENTS AND METHODS FOR MONITORING AND DIAGNOSING  
MATERIALS, PRODUCTS, SUBSTANCES AND THE NATURAL ENVIRONMENT 

 

УДК 678, 66.081  
 DOI: 10.17586/0021-3454-2023-66-11-982-988 

 

ОЦЕНКА ПРОЧНОСТИ ЭЛАСТОМЕРНЫХ МЕМБРАН КОНТРОЛЯ ДАВЛЕНИЯ  

В. Л. ПОЛОНСКИЙ*, Е. А. ТАРАСЕНКО, Г. В. ИВАНОВА  

Санкт-Петербургский политехнический университет Петра Великого, Санкт-Петербург, Россия 
*
vladimir.polonsky@outlook.com  

Аннотация. Рассматривается деформация резиновой мембраны толщиной 3 мм под давлением, созда-
ваемым рабочей жидкостью. Мембрана установлена внутри цилиндра и подпирается поршнем. При опускании 
поршня мембрана перемещается вместе с ним и давление рабочей жидкости деформирует мембрану, растягивая 
резину по краям поршня. Представлено решение задачи по определению разрушающих напряжений, особенно в 
области, близкой к креплению мембраны, где происходит основной прогиб резины, ее выворачивание на дру-
гую сторону. Приведены расчет и анализ полученных результатов области в углах мембраны по краям поршня, 
где резина под давлением растягивается. Задача решается как статическая в осесимметричной постановке без 
учета трения с использованием программы ABAQUS. Рассматривается самый опасный вариант при нулевом 
трении между резиной и металлом, причем резина рассматривается как нелинейно-упругий слабосжимаемый 
материал. Проанализированы результаты численных расчетов по критерию прочности на основе стандартных 
показателей резины: предела прочности и удлинения при разрыве. Представлен вывод о работоспособности 
мембраны по критерию прочности.  

Ключевые слова: эластомерный материал, резина, мембрана, нелинейная упругость, прочность, на-
пряжение по Мизесу 

Ссылка для цитирования: Полонский В. Л., Тарасенко Е. А., Иванова Г. В. Оценка прочности эластомерных 
мембран контроля давления // Изв. вузов. Приборостроение. 2023. Т. 66, № 11. С. 982—988. DOI: 10.17586/0021-
3454-2023-66-11-982-988. 

 

EVALUATION OF THE STRENGTH OF ELASTOMERIC MEMBRANES  
OF PRESSURE CONTROL DEVICES 

V. L. Polonsky*, E. A. Tarasenko, G. V. Ivanova 

Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russia 
*vladimir.polonsky@outlook.com  

 
Abstract. Deformation of a 3 mm thick rubber membrane under pressure created by working fluid is considered. 

The membrane is installed inside a cylinder and supported by a piston. When the piston is lowered, the membrane 
moves with it and the pressure of the working fluid deforms the membrane, stretching the rubber along the edges of the 
piston. A solution to the problem of determining the breaking stresses is presented, with special attention being paid to 
the area close to the membrane fastening, where the main deflection of the rubber and its inversion to the other side 
occur. Calculation and analysis of the results obtained of the area in the corners of the membrane along the edges of the 
piston, where the rubber is stretched under pressure, are performed. The problem is solved as a static one in an axi-
symmetric formulation without taking into account friction using the ABAQUS program. The most dangerous option is 
considered with zero friction between rubber and metal, and rubber is considered as a nonlinearly elastic, weakly com-
pressible material. The results of numerical calculations on the strength criterion based on standard rubber indicators: 
tensile strength and elongation at break are analyzed. A conclusion is presented about the performance of the mem-
brane according to the strength criterion. 

                                                 
* © Полонский В. Л., Тарасенко Е. А., Иванова Г. В., 2023 
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В манометрических приборах в качестве упругого элемента применяется мембрана, 

представляющая собой пластину, которая под действием давления подвергается значитель-
ным упругим прогибам. Мембраны используют как чувствительные элементы в приборах или 
как разделители двух сред, уплотнители при передаче перемещений из области давления или 
вакуума [1]. 

Для изготовления мембран широко применяются эластомерные материалы, обладаю-
щие нелинейными свойствами. Изделия из этих материалов могут испытывать деформации 
без разрушения [2—7].  

Непрерывно возрастающие требования к резиновым мембранам, которые используются 
в установках с повышенными нагрузками и давлением, а также испытывающих химико-физи-
ческие воздействия, являются объектами конструкторских и технологических расчетов [8]. 

В настоящей статье рассматривается мембрана толщиной 3 мм, недеформированная 
форма которой показана на рис. 1. Мембрана установлена внутри цилиндра и снизу подперта 
поршнем (рис. 2, слева). Под давлением p = 1,0 МПа, создаваемым рабочей жидкостью, пор-
шень опускается в нижнее положение (рис. 2, справа). При этом мембрана выполняет роль 
изолятора, не пропуская рабочую жидкость дальше. При опускании поршня мембрана пере-
мещается вместе с ним и давление рабочей жидкости деформирует мембрану, растягивая ре-
зину по краям поршня. 

 
Рис. 1 

 

Окружающая 
среда 

Рабочая жидкость

 
Рис. 2 
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В этой задаче представляет интерес значение разрушающих напряжений, особенно в 
области, близкой к креплению мембраны, где происходит основной прогиб резины, ее выво-
рачивание на другую сторону. Также заслуживает внимания область в углах мембраны по 
краям поршня, где резина под давлением растягивается. 

В качестве материала мембраны рассматривается стандартная высокоэластичная резина, 
имеющая следующие характеристики: модуль Юнга Е = 4,1 МПа, предел прочности 
y = 17,6 МПа, удлинение при разрыве y = 6,0. При этом предельные разрушающие напряже-
ния определяются из условия слабой сжимаемости резины: 

   пр 1 6 1 17,6 123 МПа.у у          

Коэффициент запаса прочности можно определить как 

пр

M

,s



  

где M  — напряжение по Мизесу. 

Задача относится к области нелинейной упругости [9—15]. Для ее решения использова-
лась программа ABAQUS. Резина рассматривалась как нелинейно-упругий слабосжимаемый 
материал. Для описания упругого поведения резины использовался полиномиальный упругий 
потенциал  

       22 el
10 1 10 2 20 1

1

1
 3 3 ,3 1U C I C I C I J

D
         

где 1/3/i iI I J , I1, I2 — инварианты меры деформации Коши — Грина; J, Jel — третий инва-

риант градиента места; D1 — постоянная сжимаемости, зависящая от коэффициента Пуассона 
и упругих постоянных: 

 
  1

10 01

3 1 2
.

2 1

v
D

C C v




 
 

Коэффициент Пуассона  принят равным 0,48. Величины упругих постоянных, как пра-
вило, определяемые по нагрузочным кривым, для используемой резины следующие: 
C10 = 0,6925 МПа, C02 = 0,0261 МПа, C20 = 0,0106 МПа; D1 = 0,0585 МПа. 

Задача решается как статическая в осесимметричной постановке. Осесимметричная мо-
дель показана на рис. 3. Трение не учитывается. Рассматривается самый опасный вариант при 
нулевом трении между резиной и металлом.  

 Верхняя планка 
Мембрана 

Фиксатор 

Цилиндр 

Поршень 

 
Рис. 3 

Модель состоит из пяти элементов: мембрана, стальной поршень, стальной цилиндр, 
верхняя стальная планка, стальной фиксатор, необходимый для поджатия мембраны. Отли-
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чие модели от чертежа заключается в том, что и поршень, и цилиндр удлинены. Причина в 
том, что на практике перемещение поршня под давлением начинается сразу с деформацией 
резины под действием этого давления. В расчетах же сначала подается давление, резина де-
формируется и только потом происходит перемещение поршня. При коротком поршне до его 
перемещения при растяжении резины она может выйти за края поршня, чего на самом деле не 
происходит. Удлинение поршня необходимо, чтобы удержать деформированную мембрану. 

Задача решалась в три этапа. 
I этап — установка мембраны. Осуществляется поджатие резины верхней планкой и 

фиксатором. Верхняя планка сжимает резину на 1 мм. Фиксатор не перемещается. Задается 
перемещение вверх цилиндра. Начальное положение цилиндра подобрано так, чтобы он не 
касался резины. 

II этап — подача давления p. Давление подается на свободную наружную стенку мем-
браны и верхнюю поверхность планки. Поршень, верхняя планка, фиксатор и цилиндр фик-
сированы. 

III этап — перекладка мембраны. Задается перемещение поршня вниз. Задаются пере-
мещения поршня и верхней планки. Цилиндр и фиксатор не перемещаются. Давление про-
должает действовать на стенку мембраны. 

Деформированная модель и поле разрушающих напряжений после I этапа, т.е. после 
поджатия мембраны, показаны на рис. 4 и 5. Напряжения не велики: М = 3,5 МПа, фиксиру-
ются в месте, где разрушения не будет. 

 
Рис. 4 

 
Рис. 5 
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Деформированная модель и поле разрушающих напряжений после подачи давления 
(после II этапа) показаны на рис. 6; максимальное значение разрушающих напряжений  
М = 9,9 МПа. Деформированная модель и разрушающие напряжения после перекладки мем-
браны — на рис. 7, максимальное значение разрушающих напряжений М = 10,9 МПа.  

 
Рис. 6 

 
Рис. 7 

Для наглядности значения разрушающих напряжений сведены в таблицу. Минималь-
ный коэффициент запаса прочности 11,3.  

Состояние М, Мпа s пр, МПа 
После подачи давления 9,9 12,4 123 

После перекладки  
мембраны 

10,9 11,3 123 

Можно сделать вывод, что при давлении p = 1,0 МПа мембрана работоспособна, резина 
не разрушится. Единственное требование к изменению конструкции — необходимость уве-
личения длины цилиндра и поршня. 
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